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1 INTRODUCTION 
The Vehicle Routing Problem (VRP) is one of the fundamental problems in transportation 

logistics. A general verbal definition of the VRP family is provided in Irnich et al. (2015) as 
follows: “Given a set of transportation requests and a fleet of vehicles, the task is to determine a 
set of vehicle routes to perform all (or some) transportation requests with the given fleet at 
minimum cost; in particular, decide which vehicle handles which request in which sequence so 
that all vehicle routes can be feasible executed.” 

Based on this definition, we can identify two key aspects of the vehicle routing problem: 
The first refers to the feasibility of the routing schedule, which is determined not only by the fleet 
availability, but also by the requirements of the transportation requests. In this context, a request 
may be considered covered only when time constraints are satisfied, given the stochasticity of 
travel time, demand, and other factors. The second key element is the definition of the cost that 
has to be minimized: Traditionally, VRPs aim to minimize the money and time spent to travel to 
customer locations. However, given the substantial growth in Greenhouse Gas (GHG) emissions 
and the world’s climate change that triggered the government awareness of the urgency to conserve 
the environment, recent advances in VRP studies focus on the environmental costs associated to 
the routing operations that had almost been neglected before the 21st century. 

In this context, this report examines the literature and proposes extensions to the Time-
Dependent Green Vehicle Routing Problem (TD-G-VRP).  

1.1 Time-Dependent Vehicle Routing Problem (TD-VRP) 

In the traditional vehicle routing problem studies, the travel times between nodes depend 
on the distances between them. However, in reality, travel times fluctuate due to a variety of 
factors, such as accidents, traffic conditions, weather conditions, etc.. Ignoring travel time 
variation can results in route plans that take the vehicles into congested urban traffic conditions. 
Also, when the demand points want to be visited at certain times, these promised delivery or pick 
up times are rarely satisfied, and the vehicles lose time in waiting, or the customers have to wait 
for an unreasonable amount of time without any information about actual arrival times of vehicles. 
In traditional routing system, new demands for pick up or delivery that arise after the route plan 
has been made have to wait until the next planning period, despite the fact that the demand points 
may be on a planned route for a vehicle, and significant cost savings may be realized by changing 
the pre-planned routes dynamically. Considering time dependent travel times as well as dynamic 
demand information in solving vehicle routing problems can reduce the costs associated with 
ignoring the changing environment.  

While considerable research has been devoted to the general Traveling Salesman Problem 
(TSP) and Vehicle Routing Problem (VRP), research in Time-Dependent Green Vehicle Routing 
Problem (TD-G-VRP) is not so common. Especially with dynamic vehicle control situation, to the 
best of our knowledge, this problem had not been dealt with in the literature before. 
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1.2 Green Vehicle Routing Problem (G-VRP) 

The most widely cited prediction of how the world’s climate might change in 21st century 
was made by the Working Groups of the Intergovernmental Panel on Climate Change (IPCC, 
1995) in their 2nd Assessment in 1995. This report showed that during the 20th century the average 
temperature of the world’s climate had increased by 0.6 degrees centigrade, and it would increase 
by between 1.4 and 5.8 degrees centigrade by 2100 if there would be no changes in current human 
activities. On the other hand, the IPCC Fourth Assessment Report (IPCC, 2007) provided 
considerable evidence for the growing human influence on the climate system. It was shown that 
more than half of the observed increase in global average surface temperature from 1951 to 2007 
was likely caused by the anthropogenic increase in GHG concentrations. The anthropogenic 
influences have likely contributed to the retreat of glaciers since the 1960s and to the increased 
surface melting of the Greenland ice sheet since 1993. Transportation is one of the significant 
sources of anthropogenic GHG emissions. Based on GHG emission reporting guidelines, the 
transportation sector directly accounted for about 27 percent of total U.S. GHG emissions in 2013, 
increased by 16 percent since 1990. Nearly 97 percent of transportation GHG emissions came 
through direct combustion of fossil fuels with freight trucks playing as the third largest source of 
transportation GHG emissions. The increase in the transportation related GHGs is largely due to 
the increased demand for travel and an increase in the number of vehicle miles traveled by 
passenger cars and light-duty trucks due to population growth, economic growth, urban sprawl, 
and low fuel prices.  

Following the substantial growth in GHG emissions the government’s awareness of the 
urgency to tackle these problems and conserve the environment increased, and green logistics 
received increased attention from governments and business organizations. The motivation behind 
green logistics was the unsustainable current production and distribution logistics strategies in the 
long-term. As part of the green logistics program, carriers started to use Alternative Fuel Vehicles 
(AFVs), for last-mile deliveries in order to reduce their GHG emissions. In North America, large 
companies such as FedEX, General Electric, Coca-Cola, UPS, Frito-Lay, Staples, Enterprise, and 
Hertz (Electrification Coalition, 2013) started introducing battery electric delivery vehicles to their 
last-mile delivery fleet. While this focus on truck conversion was desirable because medium- and 
heavy-duty trucks contribute nearly 19.2% of US transportation-based GHG emissions and the 
truck traffic has had the greatest growth rate of all vehicle traffic between 1990 and 2006 (US 
DOT, 2010), many companies were still reluctant to adopt ECVs in their delivery fleet due to their 
high purchase cost and limited autonomy. Davis and Figliozzi (2013) compared the whole life cost 
of battery electric delivery trucks with that of a conventional ICCV serving less-than-truckload 
delivery routes and the result of their analysis showed that the ECVs total cost of operation was 
higher 86% of the times. It was concluded that a combination of factors such as high utilization 
rates, low speeds and congestion, financial incentives or technological breakthrough to reduce 
purchase cost would make ECVs a viable alternative to ICCVs. Taefi et al. (2014) also argued that 
at this stage incentives are likely to be needed to increase the commercial use of the BEVs. 
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Government incentives could be in different forms from financial incentives such as subsidizing 
the purchase cost of ECVs and tax exemption incentives to providing access to inner-city areas 
with noise or pollution limits. Imposing emission caps on industry operations could also be another 
lever to promote the commercial use of BEVs.  

• Financial Incentives 
The objective of financial incentives is to reduce the purchase cost of ECVs and the cost 

of providing its required charging infrastructure. One form of financial incentives is the purchase 
subsidies granted upon buying commercial electric vehicles. In the United States, the California 
Hybrid Truck and Bus Voucher Incentive Project and the New York Truck Voucher Incentive 
Program respectively provide up to $50,000 and $60,000 towards electric truck purchases not 
exceeding the price difference of these vehicles and the corresponding ICCVs.  In Europe, 
Amsterdam subsidizes up to €40,000 for the purchase of electric trucks (den Boer et al. (2013), 
and UK covers %20 of the cost of battery electric vans up to £8,000 (McMorrin et al. (2012)). 
Financial incentives could also be in the form of exemptions from purchase value added tax (VAT), 
vehicle registration taxes, and fuel consumption taxes or in the form of subsidies for installation 
of charging equipment and infrastructure (AustriaTech, 2014). 

• Prioritized access incentives 
While financial incentives focus on reducing the fixed cost of electric truck adoptions, the 

prioritized access incentives are aimed to reduce the daily operation costs such as travel cost and 
travel time. These incentives could be in the form of exemption from road tolls or access to High 
Occupancy Lanes (HOV), bus lanes, and Low Emission Zones (LEZ). Low Emission Zones are 
zones in the city centers with emission limitations to promote the use of cleaner vehicles and are 
currently in practice in European countries such as UK, Germany, Sweden, Netherlands, Denmark 
and Italy. There are annual or daily fees for conventional trucks to enter these zones from which 
electric trucks could be exempted. Moreover, electric trucks can benefit from extended delivery 
time windows due to their noiseless operations. For example, in some cities only noiseless trucks 
have the permission to enter the city centers between 10 pm and 7 am. Finally, free parking spaces 
or designated loading and unloading docks could be another incentive to encourage the use of 
commercial electric vehicles. 

 
• Emission Trading 

Emission trading or Cap-and-Trade is a government-mandated approach to control and 
reduce industry pollutants by providing financial incentives. Through this program, a cap or limit 
is imposed on the total amount of emissions of a specific pollutant by a government authority. This 
specified limit is then allocated among different producers of the pollutant in the form of fungible 
permits representing the right to release a specific quantity of the pollutant. The permits are 
tradable meaning that emitters who produce less than the limit are allowed to sell their extra 
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permits to other producers. Cap-and-Trade is currently in practice in a number of countries 
included in the Kyoto Protocol. 

Therefore, while electric commercial vehicles offer some challenges due to a limited 
driving range and high acquisition costs, the government regulation and incentives could justify 
the benefit in their adoption for distribution operations.  

 

1.3 Structure of Report 

This report is structured as follows: In section 2, a general literature review of VRPS is 
provided, followed by a detailed overview of Time-Dependent VRP studies and Green VRP 
studies. Section 3 examines the Green Vehicle Routing Problem, where a general and a time-
dependent formulation are proposed, along with a construction and improvement heuristic for the 
solution of the problem and the respective numerical experiments.  Finally, section 4 summarizes 
the conclusions and potential paths for future research.  
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2 LITERATURE REVIEW 

2.1 General VRP 

The classic vehicle routing problem aims to determine the optimal routes for a fleet of 
homogeneous vehicles to serve a set of customers such that a) the time and money spent for the 
operation is minimized, b) each vehicle’s route starts and ends at the depot, and c) each customer 
is visited only by one vehicle. Since Clarke and Wright (1964) proposed the first heuristic for the 
approximate solution of VRP, numerous studies have been devoted to find the exact or 
approximate solutions to different variants of VRP. The most studied variant of VRP is Capacitated 
Vehicle Routing Problem (CVRP), in which the loading capacity of vehicles is considered as a 
constraint. CVRP can be traced back to the study of Dantzig and Ramser (1959).  

Another popular strand of VRP is the Pickup and Delivery Problem (PDP) (Wilson and 
Weissberg, 1967) which includes VRP with backhauls, VRP with pickup and delivery, VRP with 
simultaneously pickup and delivery, and dial-a-ride problem. Tillman (1969) introduced Multi 
Depot VRP (MDVRP) in which more than one depot was considered in the network and the 
customers were visited by vehicles assigned to one of these depots. It helped the VRP to model 
real world delivery operations and it was adopted as an extension to other variants of VRP such as 
MDVRP with Time Windows. Such studies are the ones by Giosa et al. (2002); Polacek et al. 
(2004), Dondo and Cerdá (2007), MDVRP with Pickup and Delivery (Nagy and Salhi, 2005), or 
MDVRP with Mix Fleet (Salhi and Sari, 1997; Salhi et al., 2013).  

Mixed Fleet VRP (MFVRP) is a more realistic variant of the VRP in which a heterogeneous 
fleet of vehicles with different purchase cost, operation cost, or loading capacity are considered 
for routing. Heterogeneous VRPs are rooted in the seminal paper of Gheysens et al. (1983) and 
have evolved into an extensive research area. Heterogeneous VRPs itself can be divided to 
different categories, namely, Fleet Size and Mixed Fleet VRP (FSMVRP), and heterogeneous 
Fixed Fleet VRP. The objective of FSMVRP is to minimize the fixed and variable vehicle costs 
by determining the optimal fleet design and assigning vehicle to minimum cost routes, while the 
other one aims to minimize the variable routing cost of a set of fixed given vehicles.  

All the variants of the VRP mentioned above assume that the locations of the depots in the 
network are given. However, if the depot location is not given and it should be found through 
optimization, it has been observed that the design of depot location and vehicle routes separately 
will result into suboptimal solution with extra cost. To overcome the inefficiency in using separate 
models, Location Routing Problem (LRP) was introduced by Watson-Gandy and Dohm (1973). 
LRP aims to jointly find the optimal location of a single or a set of depots and design a number of 
routes for each opened depot while the total cost of opening depots and routing is minimized.  The 
application of LRP can be found in different operations such as waste collection, mobile 
communications access networks, parcel delivery, and grocery distribution (Baldacci et al., 2011). 

Dynamic Vehicle Routing Problem (DVRP) is a type of VRP which deals with 
uncertainties in travel time, customer sets or demand, as these elements, contrary to the classic 
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VRP assumption, are not deterministic in real world and remain inconstant during the execution 
of the plan. Various classes of DVRP include DVRP with Time Windows, as in Madsen et al. 
(1995); Gendreau et al. (1999); Haghani and Jung (2005); Chen and Xu (2006); and Hong (2012), 
and DVRP with Pickup and Delivery and Time Windows, as in Yang et al. (2004); Gendreau, et 
al. (2006); Cheung et al. (2008). On the other hand, the randomness in the components of VRP is 
addressed by Stochastic VRP (SVRP) introduced by Gendreau et al. (1996). In this type of VRP 
some elements like customer demand, travel times, and even the set of customers in the routing 
problem are assumed to be random with known probabilities and the probability theory is the main 
approach to represent the uncertainty in mathematical models in this context. Some of the studies 
on SVRP include VRP with stochastic demand, as in Golden and  Stewart (1978); Jaillet and Odoni 
(1988); Dror et al. (1993); Mendoza et al. (2010), VRP with Stochastic Customers (Jézéquel,  
1985; Jaillet, 1991; and Bertsimas, 1992), VRP with Stochastic Customers and Demands 
(Jézéquel, 1985; Gendreau et al. (1996), VRP with Stochastic Travel Time (Lambert et al., 1993), 
VRP with Stochastic Demand and Travel Time (Cook and Russell, 1978), and VRP with 
Stochastic Travel Time and Service Time (Li et al., 2010). 
 

2.2 TD-VRP  

In contrast to the traditional VRP, the Time-Dependent Vehicle Routing Problem (TD-
VRP) assumes that the travel time between any pair of nodes in the network depends not only on 
the distance between the nodes, but also on the time of day. TD-VRP was firs formulated by 
Malandraki and Daskin (1992) as a mixed integer linear programing model with the travel time 
modeled with a step function within different periods of a day. The TD-VRP accounts for the 
fluctuations in the travel time due to urban congestion, which makes it a useful model to reveal 
traffic congestion problems (Lecluyse et al., 2013) and to explore how to avoid them (Kok et al., 
2012), and also to find greener routes with less fuel consumption. 

TD-VRP was further extended to consider service time windows (TD-VRP with Time 
Windows-TD-VRPTW). Some of the studies on TD-VRPTW include Solomon (1987), Chen et 
al. (2006), Soler et al. (2009), Kuo (2010), Maden et al. (2010), Figliozzi (2012), and Kritzinger 
et al. (2012). 

The existing literature in dynamic vehicle routing problem can be classified into two types, 
the dynamic traveling repairing problem (Bertsimas and Van Ryzin, 1991, 1993; Xu, 1994) and 
the dynamic dial-a-ride problem. (Psaraftis, 1980, 1988; Swihart, 1994). 

Bowman (1956), Picard and Queyranne (1978), Lucena (1990), Malandraki and Daskin 
(1992), and Malandraki and Dial (1996) examined the TD-VRP. In the studies of Bowman (1956), 
Picard and Queyranne (1978), Lucena (1990), the cost of each transition depends on the two 
respective locations and their positions in the sequence.  
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2.3 G-VRP 

2.3.1 Review of Existing G-VRP Studies 

Variants of the Vehicle Routing Problem which are closely associated with the Green 
Vehicle Routing Problem are the Energy Minimizing Vehicle Routing Problem, the Pollution 
Routing Problem, and the Alternative Fuel Vehicle Routing Problem. 

Energy Minimizing Vehicle Routing Problem  
The Energy Minimizing Vehicle Routing Problem (EMVRP) integrates the cost of vehicle 

energy consumption into the routing cost of the classic vehicle routing problem. Therefore, not 
only the energy consumption is minimized, but also the decrease in petroleum-based fuel 
consumption reduces the greenhouse gas emissions. One of the important components of the 
EMVRP is the energy consumption model used to estimate the vehicle energy requirements for 
routing. A more accurate energy consumption model results in a more realistic estimation of the 
vehicle energy requirements. The EMVRPs studied in the literature vary from each other in terms 
of the factors they consider in their energy consumption models. According to the report by the 
US Department of Energy (2008), travel speed, vehicle load and transportation distance are among 
the significant factors affecting the vehicle fuel consumption. Moreover, the results of the studies 
by Ardekani, Hauer, and Jamei (1996), Bigazzi and Bertini (2009), Demir et al. (2011) and 
Alwakiel (2011) show that, vehicle characteristics, environment and traffic conditions, and driver 
behavior are significant contributors to vehicle energy consumption. Most of the used models in 
the EMVRP studies concentrate on vehicle, traffic, and environmental aspects, and do not capture 
driver related factors which are relatively difficult to measure.   

The EMVRP was first introduced by Kara et al. in 2007. They defined an EMVRP as a 
Capacitated VRP with the objective of minimizing the routing cost in the form of a weighted load 
function, defined as the product of total vehicle load and arc length. To examine the efficiency of 
the developed model in finding the optimal routes with minimum energy consumption, they 
compared the result of the defined model with a distance minimizing capacitated VRP on two 
different networks. The result of their study showed that the routes found by the EMVRP require 
less energy compared to those found in the distance minimizing CVRP. Another study focused on 
vehicle load in determining energy consumption was done by Xiao et al. in 2012. In this study the 
authors modeled fuel consumption as a linear function of vehicle load and distance. It was 
concluded that the shortest distance may not be the optimal solution for the purpose of lowering 
fuel consumption because distance and vehicle load contribute to the total fuel consumption 
jointly. 

While these studies mainly focus on vehicle load in modeling the vehicle energy 
consumption, there are a number of other studies that consider speed as another contributing factor 
to energy consumption besides distance and load. Eglese and Black (2010) showed that speed is a 
more important factor than distance when estimating fuel consumption and emissions.  Kuo (2010) 
solved the Time-Dependent VRP that aimed to minimize the fuel consumption as a function of 
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vehicle speed varying over different time of day. The study findings showed that the proposed 
method provided a 24.61% improvement in fuel consumption over the method based on 
minimizing transportation time and a 22.69% improvement over the method based on minimizing 
transportation distances. In another study by Maden (2010) it was concluded that the standard 
Time-Dependent VRP with the objective of minimizing total travel time results in a saving in fuel 
consumption as the model avoids congested links in order to minimize the travel time. Their study 
results showed an average of 7% reduction in the vehicles fuel consumption. Jovicic et al. (2010) 
investigations showed that in the City of Kragujevac in Serbia, a reduction of up to 20% can be 
achieved in energy costs and the associated emissions if the effect of vehicle speed on the vehicle 
energy consumption is accounted for in the routing of the municipal waste collection. 

Contrary to these studies in which the vehicle speed is given, Bektas and Laporte (2011) 
solved a capacitated VRP with Time Windows with the speed on each arc as a primary decision 
variable in order to find the optimal speed for vehicle movements along each arc such that the total 
energy consumption is minimized. The energy consumption in this study was formulated as a 
function of vehicle load and travel speed. In another research done by Demir et al. (2013) the 
tradeoffs between fuel consumption and driving time were investigated. They showed that trucking 
companies need not compromise greatly in terms of driving time in order to achieve a significant 
reduction in fuel consumption and CO2 emissions. They also argued that the converse of this 
insight holds too and considerable reductions in driving time are achievable if one is willing to 
increase fuel consumption only slightly. 

Tavares et al. (2008) looked at an EMVRP optimizing the routing cost of waste 
transportation by taking into account the energy consumption as a function of road angle besides 
vehicle load. Their findings indicated that optimizing fuel consumption can yield savings of up to 
52% in fuel when compared with minimizing distance. In another paper by Tavares et al. (2009) 
the routing of municipal solid waste collection fleet was optimized by minimizing the fuel 
consumption using 3D GIS modeling with road gradient playing the main role in energy 
requirement considerations. The results of this study suggested that the proposed methodology 
reduced traveled distance and fuel consumption by 29% and 16% respectively. The most 
comprehensive energy model was used in Demir et al. (2011) study where they compared several 
energy consumption models, and revealed other relevant contributing factors such as driver 
acceleration behavior, engine type and size, vehicle design, besides road gradient, speed and 
vehicle load. 

 
Pollution Routing Problem (PRP) 

While Energy Minimizing VRP yields to less routing emission by minimizing vehicle 
energy consumption, Pollution Routing Problem (PRP) tries to minimize the emission by 
incorporating emission cost directly in the objective function of VRP.  

Although classic VRP with the objective of minimizing the total distance traveled will 
result in less emission (Maden et al., 2010), there are other factors that affect the vehicle generated 
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pollution besides distance. If these factors are accounted for, the efficiency of the VRP in reducing 
the emission increases. Literature studies show that travel speed is one of the significant factors 
affecting the vehicle generated emission. Sibhi and Egles (2007) argued that by avoiding 
congestion in vehicle routing, although the travel distance might increase, the routing emission 
will significantly decrease. The result of their Time-Dependent VRP model with the objective of 
minimizing travel time showed significant reduction of CO2 emissions after planning routes 
according to the time-varying speeds. In a paper by Palmer (2007) the effects of speed on CO2 
emission was examined through a developed integrated routing and carbon dioxide emissions 
model calculating the amount of CO2 emission, travel time and distance on the journey. Different 
congestion scenarios were considered and the results showed that about 5% of reduction of CO2 
emissions could be achieved by accounting for speed variations in vehicle routing.  Similar results 
were found in the PhD thesis of Qian (2012) on the vehicle emission minimization in VRP with 
time-varying speeds. The objective of this dissertation was to formulate a Time-Dependent VRP 
model that generates routes and schedules for a fleet of heavy goods vehicles such that the 
emissions in a network with Time-Dependent travel speed is minimized. The developed algorithm 
was tested on a London case study and the result suggested a 6–7% savings in fuel. Considering 
the important role of speed in pollutant emission of vehicles Fagerholt et al. (2010) tried to 
minimize the pollutant emissions on a set of fixed shipping routes by optimizing speed.  

While in the above mentioned studies the objective of the developed PRP models were to 
minimize the environmental effects solely, some other studies sought to formulate a VRP model 
with more comprehensive objective functions minimizing economic and environmental costs 
jointly such that the cost efficiency objectives and green criteria are met simultaneously. One of 
these studies was done by Bektas and Laporte (2011) in which they proposed a Pollution Routing 
Problem with or without time windows and developed a comprehensive objective function that 
aimed to minimize the cost of carbon emissions and the operational costs of drivers and fuel 
consumption jointly. The model was solved to find the optimal routes with optimal speed on each 
arc on the route. Although the computational results showed the model’s efficiency in reducing 
fuel consumption and emission, the model did not represent real world situations as it was designed 
for a free-flow speed of 40 km/h. Following up this research, Demir et al. (2012) proposed an 
extended Adaptive Large Neighborhood Search (ANLS) for PRP in order to enhance the 
computational efficiency for medium or large scale PRP. In another study later in 2013, they 
developed a bi-objective PRP model to find the optimal speed and route for vehicles such that the 
total emission and travel time are minimized. The logic behind using a bi-objective model was the 
conflict in trying to minimize fuel consumption by reducing speed while trying to minimize driving 
time as well. The result of their study showed that reducing the emission can be achieved by 
increasing the total duration of routes. It was seen that a 9.7% increase in driving time led to a 27% 
saving in energy requirements while reduction in driving time from 23.21 hours to 21.16 hours 
(about 8.8%) increased CO2e emissions by about 37.7%. 
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Alternative Fuel Vehicle Routing Problem 
The Alternative Fuel VRP (AFVRP) is a type of G-VRP which not only aims to minimize 

the vehicles’ energy consumption but also tries to address the limitations in the use of AFVs such 
as range limitations. The AFVRP is closely related to the classical distance-constrained VRP 
(Laporte et al., 1985), however, in AFVRP there is a possibility of extending the vehicle's distance 
limitation by visiting charging stations. Therefore, existing solutions to distance-constrained VRP 
could not be applied to AFVRP. Another problem that is closely related to the AFVRP is the multi-
depot vehicle routing problem with inter-depot facilities described by Bard et al. (1998). This 
problem considers intermediate depots at which vehicles can be reloaded to serve customer 
demands.  

In the literature, relatively few studies have been published on alternative fuel vehicle 
optimization problems. The paper by Erdogan and Miller-Hooks (2012) was one of the pioneers 
in AFVRP studies. In this study an AFVRP model was developed to optimally route a fleet of un-
capacitated AFVs with a limited driving range and the possibility of refueling at dedicated stations 
having unlimited capacity. Two heuristics were proposed to find the tours with minimum total 
distance, while eliminating the risk of running out of fuel. It was assumed that the vehicles are 
fully charged upon each visit to charging stations with a constant charging time. Barco et al. (2012) 
expanded Erdogan and Miller-Hooks (2012) study by considering more realistic assumptions such 
as vehicle load capacity. They tried to find optimal routes for a set of homogeneous capacitated 
electric airport shuttles by minimizing total energy consumption, recharging and battery 
degradation costs.  Scheduling of charges was coordinated with routing to guarantee a reliable 
operation serving the demand of customers within their time windows while accounting for the 
variation of the energy cost during the peak and non-peak hours of the day. In a study done by 
Schneider et al. (2014) a different variant of capacitated AFVRP with customer time windows was 
solved in which the optimal number of required vehicles had to be found as well as the minimum 
total distance tours using a hierarchical objective function. All available electric vehicles were 
assumed to be homogeneous and the charging time assumed to vary depending on the state of the 
battery upon arrival to charging stations. Felipe et al. (2014) extended Erdogan and Miller-Hooks 
study in an alternative way by including realistic considerations such as the possibility of 
performing a partial recharge at a station and the availability of different charging technologies, 
implying different recharging time and cost (slow, fast, and wireless). The variability in charging 
policies used in previous studies motivated Desaulniers et al. in 2014 to investigate the effect of 
these different charging policies on the total cost of a fleet of electric delivery trucks routing to 
distribute goods to customers with soft service time windows. The result showed that allowing 
multiple and partial charges along the route for each electric truck helps to reduce the routing cost 
and the number of employed vehicles in comparison to the variants with single and full charges. 
The results from Bruglieri et al. study in 2015 showed the same findings. They proposed a Mixed 
Integer Linear Programming formulation of the EVRP problem with Time Windows to minimize 
the total travel, waiting and recharging time plus the number of the employed EVs assuming partial 
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charging multiple stops is allowed. Their findings showed that partial charging policy outperforms 
the full charging one in terms of recharging, waiting and travel time. 

While all these studies were focusing on a homogeneous fleet of AFVs, Hiermann et al. 
(2014) expanded the AFVRP with Time Windows by considering a mixed fleet of fixed size 
electric vehicles with different battery capacities, load capacities and purchase costs. The charging 
policy considered in this study was the single and full charge in each route. Considering the fact 
that most companies do not operate pure EV fleets and are gradually introducing ECVs into their 
existing internal combustion engine vehicle fleet, Sashi et al. (2015) tried to model and solve an 
EVRP with a mixed fleet of heterogeneous EVs and homogeneous Combustion engine commercial 
vehicles. The objective of this study was to find the minimum cost routes while accounting for 
limited range of EVs. It was assumed that the charging cost is dependent on the time of a day and 
specific working hours were assumed for charging stations. Moreover it was assumed that EVs 
can only charge at charging stations with compatible charging techniques with partial charging 
allowed. A greener version of Mixed Fleet EVRP was studied by Goekea and Schneider (2015). 
The developed model in their study was aimed to minimize vehicle energy consumption cost. The 
vehicle energy requirements were modeled as a function of travel speed, gradient and cargo load, 
and contrary to Sashi’s study only full charge of the EVs was allowed upon each visit to charging 
stations. The result of their study showed that consideration of the vehicle load in EV battery 
consumption estimation model strongly improves the quality of the generated routing solutions. 
Moreover, it was found that a large number of solutions that are generated without load estimates 
are actually infeasible due to battery capacity. 

 

2.3.2 Contributions of the Present G-VRP Study 

The Time-Dependent Green Vehicle Routing Problem presented in this report is an 
extension of the classic vehicle routing problem aimed at controlling the environmental 
externalities associated with routing a mixed fleet of ECVs and ICCVs while addressing the 
limitations in employment of both types of vehicles. The first study in Green Vehicle Routing 
Problem with a fleet of Alternative Fuel Vehicles was done by Erdogan and Miller-Hooks (2012). 
Since then different studies have been conducted to improve the existing models by incorporating 
more realistic assumptions such as vehicle load capacity limitations, customer service time 
windows, mixed fleet of electric and combustion engine trucks and different charging policies. 

While the models developed in previous studies have mainly focused on the limitation of 
the electric trucks, in this study a more comprehensive G-VRP is presented, which considers the 
tradeoffs between the use of ECVs and ICCVs by accounting for the limitations and advantages 
associated to both vehicle types. These limitations are in terms of limited range and higher 
purchase cost for ECVs, and the emission limitations imposed by the government and the Low 
Emission Zone penalties for ICCVs.  
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As another contribution and due to the important role of travel time on vehicle energy 
requirements, a Time-Dependent G-VRP formulation is presented. Accounting for travel time 
variations enables the model to account for congestion level on each arc in finding optimal routes.  
This enhances the reliability of the model especially in routing ECVs as electric vehicle routes are 
very sensitive to energy consumption estimations because of their limited driving range.  

Moreover, contrary to previous studies a heterogeneous fleet of ECVs and ICCVs with 
different battery and load capacities are considered in the problem. The route plans are not 
determined for a pre-specified number of vehicles. It is assumed that the number of vehicles is not 
predefined and the optimal number of vehicles of each type is to be found. Soft service time 
windows are considered in this research, which allow the vehicles to arrive at the demand nodes 
and start the service before or after the required service times. However, in cases that time windows 
are violated, the vehicles incur a penalty for late or early arrival. 
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3 GREEN VEHICLE ROUTING PROBLEM 
This chapter presents a Fleet Size Mixed Fleet Time-Dependent Green Vehicle Routing 

Problem with Soft Time Windows. First, we describe the Time-Dependent Vehicle Routing 
problem and present a formulation for it (section 3.1).  Then a mathematical formulation to the 
green vehicle routing problem is provided (section 3.2). Then, an extended formulation that 
accounts for time-dependency constraints is presented (section 3.3). Then, a heuristic approach 
that relies on solution construction and improvement is proposed (section 3.4). The application of 
the heuristic and the respective results are presented in section 3.5. 

 

3.1 TD-VRP: PROBLEM DESCRIPTION 

3.1.1 Demand Characteristics 

The problem formulated in this study considers the system conditions dynamically. These 
conditions include the real-time variation in travel times between demand nodes and real-time 
service requests. In this study, we consider both pick-up services from demand nodes to depot and 
delivery services from depot to demand nodes. We do not consider the case in which a package is 
picked up from a demand node and delivered to another demand node on the same route by the 
same vehicle. Also, there is no constraint related to the priority order among demands (e.g., pick-
up demand nodes that must be visited before delivery demand nodes).  

Although demands can be requested at any time during a day, the demands requested after 
a certain time (for example 2 pm) cannot be served in the same day and have to wait until the next 
day, because of the end of service time constraint. Therefore, when the routes are constructed for 
the first time, the vehicle loads consist of the demands that were picked-up from demand nodes 
previously and need to be delivered on the current day, as well as the new pick-up demands 
requested after the demand acceptance deadline on the previous day that are not assigned to any 
vehicle.  

When rerouting during a day, new demand might arise apart from the existing.  The demand 
nodes already assigned to the vehicles in the last routing process are the old nodes, while demand 
generated after the last routing process is the new demand. As discussed earlier, there are only 
pick-up demands in the new demand group, while the old demand group may have both delivery 
and pick-up demand. In case of delivery demand, the demand nodes once assigned to a vehicle 
have to be served by that vehicle, although the schedule of the service times can be changed. 
However, pick-up demands can be assigned to any of the vehicles without any restriction as long 
as the remaining capacity of the vehicles allows it.  

We consider soft time windows for service around the desired service time because soft 
time windows are more realistic and more flexible than hard time windows. A formulation using 
soft time windows formulation can produce solutions in cases where a formulation with hard time 
windows fails. When the demand nodes are not serviced on time, we have delay or waiting 
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penalties. Considering the tradeoffs between the time penalty coefficients and the fixed cost of 
using an additional vehicle, we can reduce the number of vehicles used to serve demands or 
increase the service exactitude. 

 

3.1.2 System Characteristics 

1) Vehicles: All vehicles in the proposed model have their own capacities. We assume that the 
number of available vehicles in each depot is known and we try to minimize the total number 
of vehicles used for services. We divide vehicles in system into two groups: a) The used 
vehicles, that have already departed from the depot in a previous routing plan period and are 
on the road for the assigned service (therefore, the starting nodes of routes in this group are the 
depots and this group is empty at the initial routing plan). b) The unused vehicles, which are 
not assigned to any routing plan and are located at depot.  

2) Information System: We assume that there is a real-time communication system between the 
vehicles and the control center. The control center has information about the location of all 
vehicles and has access to the link travel time information in real time. All vehicles are 
equipped with route guidance systems. 

3) Number of depots: The TD-VRP in this paper is a single depot problem. However, there are 
artificial nodes that are created as the depot for each vehicle and the number of artificial nodes 
is the same as the number of vehicles. In case of the used vehicle, the starting node is the node 
where the vehicle is currently located and the ending node is the depot node. 

The problem can be described better by using Figure 1.a through Figure 1.d. Let us assume 
that we have 9 demands as Figure 1.a shows and there are 3 vehicles in the depot at the beginning 
of a planning period. The initial routing plan uses two vehicles as shown in Figure 1.b. According 
to this, the route of vehicle 1 is depot→ 2 → 1 → 8 → 5 → 6 → depot, and the route of vehicle 2 
is depot → 4 → 9 → 7 → 3 → depot.  

While route adjustment is being considered, vehicle 1 is approaching demand node 2 and 
vehicle 2 is approaching demand node 9 after visiting demand node 4. At this time, we have 
information about newly arrived demands at nodes 10, 11, 12, and 13 (shadowed circles) and new 
travel times between all pairs of nodes based on the current traffic information. Figure 1.c shows 
the situation. The dotted lines show the originally planned routes for each vehicle at time 𝑇𝑇0. These 
original routes will now change, because we plan new routes with the new information about the 
demands, the link travel times, and the new starting points for the vehicles. The starting points of 
the vehicles en route are the nodes where the vehicles are currently located or the ones into which 
they are headed. Figure 1.d shows the result of route adjustment. In the 9rst route plan, demand 
node 6 was supposed to be served by vehicle 1; however, it is now served by vehicle 2 in the new 
route plan that results from adjustment at time 𝑇𝑇𝑛𝑛. If demand node 6 was a delivery point, the 
vehicle could not be changed from vehicles 1 to 2. In the new route plan, the newly arrived 
demands are assigned to vehicles. The new routes for the vehicles are follows: 
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Vehicle 1: The present location (v1) → 2 → 1 → 10 → 8 → 5 → 11 → depot. 
Vehicle 2: The present location (v2) → 9 → 12 → 7 → 13 → 3 → 6 → depot.  

 

 
Figure 1 Route Planning (a) Demand information at initial time T0. (b) First routing plan. (c) State of 

system at the next routing time. (d) Rerouting plan at time 𝑇𝑇𝑛𝑛. 

3.2 TD-VRP: FORMULATION 

The dynamic vehicle routing problem with time-dependent travel times and real-time 
vehicle control is formulated in this section as a mixed integer linear programming problem. This 
formulation is the same as the one presented in Haghani and Jung (2005). The objective of the 
formulation is to minimize the total cost that consists of the 9xed costs of used vehicles, the routing 
costs, and the user inconvenience costs. The constraints of the problem consist of vehicle 
constraints, demand constraints, routing constraints, and other constraints.  
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3.2.1 Notation and Variables 

The notation used in this study is defined as follows:  

Sets 
𝑃𝑃: Pick-up demand set  
𝐵𝐵: Delivery demand set  
𝑇𝑇𝑇𝑇: Total demand set (𝑃𝑃 ∪ 𝐵𝐵) 
𝑉𝑉𝑉𝑉1: Used vehicle information set (used vehicle number, starting node, ending node)  
𝑈𝑈𝑉𝑉: Used vehicles set {set of 𝑖𝑖 in 𝑉𝑉𝑉𝑉1(𝑖𝑖, 𝑗𝑗,𝑘𝑘)} 
𝑉𝑉1: The starting nodes set of used vehicles {set of 𝑗𝑗 in 𝑉𝑉𝑉𝑉1(𝑖𝑖, 𝑗𝑗,𝑘𝑘)} 
𝐸𝐸1: The ending nodes set of used vehicles {set of 𝑘𝑘 in 𝑉𝑉𝑉𝑉1(𝑖𝑖, 𝑗𝑗,𝑘𝑘)} 
𝑉𝑉𝑉𝑉0: Unused vehicle information set (unused vehicle number, starting node, ending node) 
𝑁𝑁𝑉𝑉: Unused vehicles set {set of 𝑖𝑖 in 𝑉𝑉𝑉𝑉0(𝑖𝑖, 𝑗𝑗,𝑘𝑘)} 
𝑉𝑉0: The starting nodes set of unused vehicles {set of 𝑗𝑗 in 𝑉𝑉𝑉𝑉0(𝑖𝑖, 𝑗𝑗, 𝑘𝑘)} 
𝐸𝐸0: The ending nodes set of unused vehicles {set of 𝑘𝑘 in 𝑉𝑉𝑉𝑉0(𝑖𝑖, 𝑗𝑗,𝑘𝑘)} 
𝑁𝑁𝑉𝑉: Unused vehicles set {set of 𝑖𝑖 in 𝑉𝑉𝑉𝑉0(𝑖𝑖, 𝑗𝑗,𝑘𝑘)} 
𝑉𝑉: Starting nodes of all vehicles (𝑉𝑉1 ∪  𝑉𝑉0) 
𝐸𝐸: Ending nodes of all vehicles (𝐸𝐸1 ∪  𝐸𝐸0)  
𝑇𝑇𝑉𝑉𝑇𝑇: The union of the set of demand nodes and the set of starting nodes (TD ∪ S) 
𝑇𝑇𝑇𝑇: Set of all nodes except the starting node (( 𝑇𝑇𝑇𝑇 ∪  𝐸𝐸 )  −   𝑉𝑉)  
𝑇𝑇: Set of all nodes (𝑇𝑇𝑇𝑇 ∪  𝐸𝐸 ∪  𝑉𝑉) 
𝑇𝑇𝑉𝑉: Set of all demand nodes except starting node (𝑇𝑇𝑇𝑇 −  𝑉𝑉)  

 

Constants 
𝑓𝑓: The fixed cost for a vehicle, 
𝐾𝐾: The number of vehicles that can be used, 
𝑃𝑃𝑤𝑤: The waiting penalty caused by early arrival at demand locations, 
𝑝𝑝𝑑𝑑: The delay penalty caused by late arrival at demand locations, 
𝑅𝑅𝑐𝑐: The traveling cost per unit time, 
𝑠𝑠𝑠𝑠: The vehicle starting time from the starting node 
𝑇𝑇: The end time period 
𝑞𝑞𝑖𝑖: Weight (or volume) of demand 𝑖𝑖 (if demand i is a pick-up service, than 𝑞𝑞𝑖𝑖 has a positive value, 
and if demand i is a delivery service, than 𝑞𝑞𝑖𝑖 has a negative value. Therefore, after a vehicle visits 
a delivery demand node, the weight (or volume) carried by the vehicle reduces, and after when a 
vehicle visits a pick-up demand node, the weight (or volume) carried by the vehicle increases.) 
𝑇𝑇𝑇𝑇𝑖𝑖: Desired arrival time of demand i, 
𝑄𝑄𝑘𝑘: Capacity of vehicle k, 
𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 : Travel time between demand i and demand j in time interval t, 
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𝐴𝐴𝑉𝑉𝑖𝑖 : The vehicle number used to visit demand i, 
𝑁𝑁𝑇𝑇𝑘𝑘: The starting time of used vehicle k from the starting node of vehicle k. 

 

Decision Variables 

𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 = �1, if any vehicle departures from demand i at time t to demand j,
0,  otherwise    

𝑣𝑣𝑖𝑖𝑘𝑘 = �1, if demand node i is visited by vehicle k,
0,  otherwise   

𝑤𝑤𝑖𝑖: Waiting time at demand node i (desired arrival time at demand node i - actual arrival time at 
demand node i) 
𝑑𝑑𝑖𝑖: Delayed time at demand node i (actual arrival time at demand node i - desired arrival time at 
demand node i) 
𝑤𝑤𝑤𝑤𝑖𝑖: Weight (or volume) carried by a vehicle when departing demand node i  
Among the 5 decision variables, we only define 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡  and the 𝑣𝑣𝑖𝑖𝑘𝑘 as binary integer variables. The rest 
are continuous variables, however, they also have integer value automatically because they are 
calculated from addition or subtraction operations on integers. Therefore this problem is a mixed 
integer problem. 

 

3.2.2 Objective Function 

The objective of this problem is to minimize the total cost to serve all demands that are 
requested. The total cost consists of the fixed cost for the used vehicles, the routing costs, and the 
user inconvenience costs.  

We do not have a fixed number of vehicles to serve all demands, but try to minimize the 
number of used vehicles within the total available number of vehicles. As we increase the number 
of vehicles, the total fixed cost increases according to the following equation: 

Fixed cost = (fixed cost / vehicle)*total number of vehicles  
𝑓𝑓 ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷𝑖𝑖∈𝑆𝑆  (1) 

 
All demands have desired service times and whenever the service is delayed or vehicles 

arrive at the demand node earlier than the desired service time, a penalty is incurred for waiting or 
delay. We call this as inconvenience cost and write it as follows: 

Waiting cost of the vehicle = waiting penalty * total vehicle waiting time 
𝑝𝑝𝑤𝑤 ∑ 𝑤𝑤𝑖𝑖𝑖𝑖∈𝑇𝑇𝐷𝐷   (2) 

 
Delayed service penalty   = delay penalty * total delayed time 

𝑝𝑝𝑑𝑑 ∑ 𝑤𝑤𝑑𝑑𝑖𝑖𝑖𝑖∈𝑇𝑇𝐷𝐷   (3) 
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 We also consider minimizing the routing costs as a part of the total cost as in general 
vehicle routing problems. The routing costs can be written as follows: 

𝑅𝑅𝑐𝑐 ∑ ∑ ∑ (𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 )𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷   (4) 

The overall objective function can be written as follows: 

Minimize 

𝑓𝑓 ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷𝑖𝑖∈𝑆𝑆 + 𝑝𝑝𝑤𝑤 ∑ 𝑤𝑤𝑖𝑖𝑖𝑖∈𝑇𝑇𝐷𝐷 +  𝑝𝑝𝑑𝑑 ∑ 𝑤𝑤𝑑𝑑𝑖𝑖𝑖𝑖∈𝑇𝑇𝐷𝐷 + 𝑅𝑅𝑐𝑐 ∑ ∑ ∑ (𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 )𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷   (5) 

 

3.2.3 Constraints 

The constraints of the model consist of three categories: vehicle constraints, demand 
constraints, routing constraints and other constraints. The detailed explanations of the constraints 
are as follows. 

 

Vehicle Constraints 
      There are several constraints related to the vehicles. Every unused vehicle starts from the 

depot and returns to the depot. The used vehicles start from the nodes where the vehicles are 
located at the time of rerouting. Also vehicles are limited by capacity constraint and must return 
to the depot before the end of the day. These constraints are expressed in the following equations. 
• The new vehicles start from the depot. In equation (6), st is the initial time of day for the first 

routing plan or the starting time of the rerouting plan. The starting node of a new vehicle is the 
depot and the new vehicle has to start from the depot at the beginning of the routing plan. 

∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷
𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡+1 ≤ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑠𝑠𝑡𝑡 , 𝑖𝑖 ∈ 𝑉𝑉0𝑖𝑖∈𝑇𝑇𝐷𝐷    (6) 

 
• The used vehicles have to start from their starting nodes at their starting times. At the rerouting 

time, a used vehicle is located at a demand node or approaching a demand node. The demand 
node is the new starting node of the used vehicle. If the location of a vehicle is a demand node, 
the new starting time, NT(i) of the vehicle is the rerouting time, and if the vehicle is 
approaching a demand node, the new starting time is the expected arriving time in the demand 
node that the vehicle is approaching. 

∑ 𝑥𝑥𝑖𝑖𝑖𝑖
𝑁𝑁𝑇𝑇(𝑖𝑖)

𝑖𝑖∈𝐷𝐷𝐷𝐷:𝑖𝑖≠𝑖𝑖 = 1, 𝑖𝑖 ∈ 𝑉𝑉1   (7) 
 
• The number of new vehicles starting from the depot at the beginning of the routing plan is the 

same as the number of new vehicles arriving at the depot before the end of the planning period. 
∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡+1𝑖𝑖∈𝐸𝐸𝑖𝑖∈𝑇𝑇𝐷𝐷 = ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷𝑖𝑖∈𝑆𝑆0    (8) 
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• Τhe used vehicles have to return to the depot before the end of the planning period. 

∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷 = 1  (9) 

 
• The loaded weight (or volume) of a vehicle at the depot is the sum of the deliveries assigned 

to the vehicle. If a vehicle has delivery demands to visit on its route, then the loaded weight 
(or volume) of the vehicle at depot is the sum of the weight (or volume) of the delivery 
demands, because when vehicle k starts from the depot node i, all delivery packages assigned 
to the vehicle are already loaded on the vehicle. If not, then the loaded weight (or volume) of 
the vehicle at depot is 0. 

𝑤𝑤𝑤𝑤𝑖𝑖 ≥ �𝑣𝑣𝑖𝑖𝑘𝑘 − 1� × 𝑀𝑀 −  ∑ �𝑞𝑞𝑖𝑖 × 𝑣𝑣𝑖𝑖𝑘𝑘�, 𝑖𝑖 ∈ 𝑉𝑉,𝑘𝑘 ∈ 𝐾𝐾𝑖𝑖∈𝐵𝐵    (10) 
 
• At every node i, the total weight (or volume), wwi, carried by the vehicle cannot exceed the 

capacity of the vehicle. When a demand node i is visited by a vehicle k, wwi at the demand 
node i is less than or equal to the capacity of the vehicle k, Qk. 

𝑤𝑤𝑤𝑤𝑖𝑖 ≤  ∑ �𝑣𝑣𝑖𝑖𝑘𝑘 × 𝑄𝑄𝑘𝑘�, 𝑖𝑖 ∈ 𝑇𝑇𝑘𝑘∈𝐾𝐾    (11) 
 
• If demand node j is visited after visiting demand node i, then the carried weight (or volume) 

by a vehicle at demand node j is the carried weight (or volume) by the vehicle at demand node 
i plus the weight (or volume) of the demand node j. When the node j is a delivery demand 
node, the value of wwj at demand node j is less than the value of wwi because the qj has a 
negative value. 

𝑤𝑤𝑤𝑤𝑖𝑖 ≥ 𝑞𝑞𝑖𝑖 + 𝑤𝑤𝑤𝑤𝑖𝑖 + 𝑀𝑀 × �∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 − 1𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡 �, 𝑖𝑖 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇, 𝑗𝑗 ∈ 𝑇𝑇𝑇𝑇, 𝑖𝑖 ≠ 𝑗𝑗   (12) 

 
• Every vehicle has to return to the depot before the end of the planning period. 
∑ ∑ ��𝑠𝑠 + 𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 � × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 � ≤ 𝑇𝑇, 𝑗𝑗 ∈ 𝐸𝐸𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷    (13) 
 

Demand Constraints 
The demand constraints ensure that only one visit is made to each demand node by only 

one vehicle, vehicle assignments are appropriate, and time windows are observed.  
• Each demand node is visited exactly once during a day. This is a basic constraint of the vehicle 

routing problem. 
∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷:𝑖𝑖∉𝑖𝑖 = 1, 𝑗𝑗 ∈ 𝑇𝑇𝑉𝑉  (14) 
 
• Each demand node can be assigned to only one vehicle.  
∑ 𝑣𝑣𝑖𝑖𝑘𝑘𝑘𝑘∈𝐾𝐾 = 1, 𝑖𝑖 ∈ 𝑇𝑇   (15) 
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• From the second routing plan in a day, every delivery demand has to be assigned to the same 
vehicle to which it was assigned in the first routing plan in a day, because all delivery packages 
are already loaded on the vehicles and the packages cannot be transferred to other vehicles.  

∑ (𝑘𝑘 × 𝑣𝑣𝑖𝑖𝑘𝑘)𝑘𝑘∈𝐾𝐾 = 𝐴𝐴𝑉𝑉𝑖𝑖, 𝑖𝑖 ∈ 𝐵𝐵 ∪ 𝑉𝑉 ∪ 𝐸𝐸  (16) 
 
• Two demand nodes that are connected in a route have to be assigned to the same vehicle. When 

a vehicle k visits a demand node j just after visits demand node i, we consider that demand 
nodes i and j are connected. The problem in this research is a multi-vehicle problem and two 
connected demand nodes may be visited by different vehicles without constraints (17) and 
(18).  

𝑀𝑀�∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 − 1𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡 � ≤  ∑ �𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘 − 𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘�, 𝑖𝑖 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇, 𝑗𝑗 ∈ 𝑇𝑇𝑇𝑇, 𝑖𝑖 ≠ 𝑗𝑗𝑘𝑘∈𝐾𝐾    (17) 

 
𝑀𝑀�1 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡 � ≥  ∑ �𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘 − 𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘�, 𝑖𝑖 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇, 𝑗𝑗 ∈ 𝑇𝑇𝑇𝑇, 𝑖𝑖 ≠ 𝑗𝑗𝑘𝑘∈𝐾𝐾    (18) 
 

• The waiting or delay time at a demand node i is the gap between the desired service time and 
the actual arrival time at that demand node. For each demand node, either equation (19) or 
equation (20) is applied to calculate the inconvenience penalty.  

𝑤𝑤𝑖𝑖 =  max {0,𝑇𝑇𝑇𝑇𝑖𝑖 − ∑ ∑ 𝑠𝑠𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷 }, 𝑖𝑖 ∈ 𝑇𝑇𝑇𝑇  (19) 

𝑑𝑑𝑖𝑖 = max�0,∑ ∑ 𝑠𝑠𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷 − 𝑇𝑇𝑇𝑇𝑖𝑖� , 𝑖𝑖 ∈ 𝑇𝑇𝑇𝑇  (20) 

 

Routing Constraints 
• If demand node j is visited after visiting demand node i, then the departure time t from demand 

node j is the departure time at demand node i plus the travel time from demand node i to 
demand node j at time t.   

∑ ∑ (𝑠𝑠 × 𝑥𝑥𝑖𝑖𝑘𝑘𝑡𝑡 )𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑘𝑘∈𝐷𝐷𝐷𝐷:𝑖𝑖≠𝑘𝑘 = ∑ ∑ ��𝑠𝑠 + 𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 � × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 � , 𝑗𝑗 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷:𝑖𝑖≠𝑖𝑖    (21) 
 
• When the arrival is not the depot but a demand node, the vehicle has to move to either another 

demand node or a depot.  
∑ ∑ 𝑥𝑥𝑖𝑖𝑘𝑘𝑡𝑡𝑘𝑘∈𝐷𝐷𝐷𝐷:𝑖𝑖≠𝑘𝑘
𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡 − ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷:𝑖𝑖≠𝑖𝑖𝑡𝑡∈𝑆𝑆𝑇𝑇 = 0, 𝑗𝑗 ∈ 𝑇𝑇𝑉𝑉   (22) 

 
The formulation is then summarized as follows. 

Minimize 

𝑓𝑓 ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷𝑖𝑖∈𝑆𝑆 + 𝑝𝑝𝑤𝑤 × ∑ 𝑤𝑤𝑖𝑖𝑖𝑖∈𝑇𝑇𝐷𝐷 +  𝑝𝑝𝑑𝑑 × ∑ 𝑤𝑤𝑑𝑑𝑖𝑖𝑖𝑖∈𝑇𝑇𝐷𝐷 + 𝑅𝑅𝑐𝑐 ∑ ∑ ∑ (𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 )𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷  

 (23) 
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Subject to 
∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷
𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡+1 ≤ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑠𝑠𝑡𝑡 , 𝑖𝑖 ∈ 𝑉𝑉0𝑖𝑖∈𝑇𝑇𝐷𝐷   (24) 

∑ 𝑥𝑥𝑖𝑖𝑖𝑖
𝑁𝑁𝑇𝑇(𝑖𝑖)

𝑖𝑖∈𝐷𝐷𝐷𝐷:𝑖𝑖≠𝑖𝑖 = 1, 𝑖𝑖 ∈ 𝑉𝑉1  (25) 
∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡+1𝑖𝑖∈𝐸𝐸𝑖𝑖∈𝑇𝑇𝐷𝐷 = ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷𝑖𝑖∈𝑆𝑆0   (26) 
∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷 = 1  (27) 
𝑤𝑤𝑤𝑤𝑖𝑖 ≥ �𝑣𝑣𝑖𝑖𝑘𝑘 − 1� × 𝑀𝑀 −  ∑ �𝑞𝑞𝑖𝑖 × 𝑣𝑣𝑖𝑖𝑘𝑘�, 𝑖𝑖 ∈ 𝑉𝑉,𝑘𝑘 ∈ 𝐾𝐾𝑖𝑖∈𝐵𝐵   (28) 
𝑤𝑤𝑤𝑤𝑖𝑖 ≤  ∑ �𝑣𝑣𝑖𝑖𝑘𝑘 × 𝑄𝑄𝑘𝑘�, 𝑖𝑖 ∈ 𝑇𝑇𝑘𝑘∈𝐾𝐾    (29) 
𝑤𝑤𝑤𝑤𝑖𝑖 ≥ 𝑞𝑞𝑖𝑖 + 𝑤𝑤𝑤𝑤𝑖𝑖 + 𝑀𝑀 × �∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 − 1𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡 �, 𝑖𝑖 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇, 𝑗𝑗 ∈ 𝑇𝑇𝑇𝑇, 𝑖𝑖 ≠ 𝑗𝑗  (30) 

∑ ∑ ��𝑠𝑠 + 𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 � × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 � ≤ 𝑇𝑇, 𝑗𝑗 ∈ 𝐸𝐸𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝐷𝐷    (31) 

∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷:𝑖𝑖∉𝑖𝑖 = 1, 𝑗𝑗 ∈ 𝑇𝑇𝑉𝑉  (32) 

∑ 𝑣𝑣𝑖𝑖𝑘𝑘𝑘𝑘∈𝐾𝐾 = 1, 𝑖𝑖 ∈ 𝑇𝑇  (33) 
∑ (𝑘𝑘 × 𝑣𝑣𝑖𝑖𝑘𝑘)𝑘𝑘∈𝐾𝐾 = 𝐴𝐴𝑉𝑉𝑖𝑖, 𝑖𝑖 ∈ 𝐵𝐵 ∪ 𝑉𝑉 ∪ 𝐸𝐸  (34) 
𝑀𝑀�∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 − 1𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡 � ≤  ∑ �𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘 − 𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘�, 𝑖𝑖 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇, 𝑗𝑗 ∈ 𝑇𝑇𝑇𝑇, 𝑖𝑖 ≠ 𝑗𝑗𝑘𝑘∈𝐾𝐾   (35) 
𝑀𝑀�1 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡 � ≥  ∑ �𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘 − 𝑘𝑘𝑣𝑣𝑖𝑖𝑘𝑘�, 𝑖𝑖 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇, 𝑗𝑗 ∈ 𝑇𝑇𝑇𝑇, 𝑖𝑖 ≠ 𝑗𝑗𝑘𝑘∈𝐾𝐾   (36) 
𝑤𝑤𝑖𝑖 =  max {0,𝑇𝑇𝑇𝑇𝑖𝑖 − ∑ ∑ 𝑠𝑠𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷 }, 𝑖𝑖 ∈ 𝑇𝑇𝑇𝑇  (37) 
𝑑𝑑𝑖𝑖 = max�0,∑ ∑ 𝑠𝑠𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝐷𝐷𝐷𝐷 − 𝑇𝑇𝑇𝑇𝑖𝑖� , 𝑖𝑖 ∈ 𝑇𝑇𝑇𝑇  (38) 

∑ ∑ (𝑠𝑠. 𝑥𝑥𝑖𝑖𝑘𝑘𝑡𝑡 )𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡𝑘𝑘∈𝐷𝐷𝐷𝐷:𝑖𝑖≠𝑘𝑘 = ∑ ∑ ��𝑠𝑠 + 𝑅𝑅𝑖𝑖𝑖𝑖𝑡𝑡 � × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 � , 𝑗𝑗 ∈ 𝑇𝑇𝑉𝑉𝑇𝑇

𝑡𝑡=𝑠𝑠𝑡𝑡𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷:𝑖𝑖≠𝑖𝑖   (39) 

∑ ∑ 𝑥𝑥𝑖𝑖𝑘𝑘𝑡𝑡𝑘𝑘∈𝐷𝐷𝐷𝐷:𝑖𝑖≠𝑘𝑘
𝑇𝑇
𝑡𝑡=𝑠𝑠𝑡𝑡 − ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖∈𝑇𝑇𝑆𝑆𝐷𝐷:𝑖𝑖≠𝑖𝑖𝑡𝑡∈𝑆𝑆𝑇𝑇 = 0, 𝑗𝑗 ∈ 𝑇𝑇𝑉𝑉  (40) 

 

3.3 G-VRP MODEL FORMULATION 

In this section a mathematical model to solve the Green Vehicle Routing Problem is formulated. 
In this version, it is assumed that the travel time on arcs is constant and independent of the time of 
day. The problem is formulated as a mixed integer linear programming problem on a network. 
First, the problem properties are described completely. Then, the assumptions and limitations of 
the model are given. In the third section, the mathematical formulation of the problem is explained 
which includes detailed explanations of the notations and variables used in the model, the objective 
function, and the constraints. Finally, the developed model is solved on a set of small size network 
problems.  

3.3.1 Characteristics of the Problem 

Network 
The G-VRP is formulated on a complete directed graph G = (𝑉𝑉0,𝑁𝑁+1

′ , A). Vertices 0 and N+1 denote 
instances of depot. 𝑉𝑉′ is the union of the set of demand nodes (V={1,2,.., N})  and the set of 
charging station visit nodes (𝐹𝐹′), which represent the set of visits to vertices in the set of charging 
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stations, F. All vehicle routes start from node 0 and end at node N+1. The set of arcs is given by 
A= {(𝑖𝑖, 𝑗𝑗) | (𝑖𝑖, 𝑗𝑗) ∈  𝑉𝑉0,𝑁𝑁+1

′ , 𝑖𝑖 ≠ 𝑗𝑗}. Each arc is described by travel time, 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖, travel speed, 𝑉𝑉𝑖𝑖𝑖𝑖, and 
average acceleration rate, 𝑎𝑎𝑖𝑖𝑖𝑖. 
 
Demand Nodes and charging nodes 
A nonnegative demand, 𝑞𝑞𝑖𝑖, and a nonnegative service time, 𝑠𝑠𝑖𝑖 is associated with each demand node 
in set V. There is also a service time window [𝑒𝑒𝑖𝑖, 𝑙𝑙𝑖𝑖] for each demand node within which the service 
to a customer has to start. Each charging station has a nonnegative service time and there is no 
specific time window for charging stations operating hours.  
 
Commercial Vehicle Types 
A mixed fleet of heterogeneous electric commercial vehicles, ECVs, with different battery and 
loading capacity, and heterogeneous Internal Combustion Engine Vehicles, ICCVs, with different 
loading capacities is considered to be available in this study. The number of vehicles is not 
predefined and it is one of the objectives of the problem to find the optimal number of vehicles of 
each type to be used to serve the demand. 
 
Energy Consumption of Electric Commercial Vehicles 
One of the challenges in using commercial electric vehicles for distribution operations is the 
limited autonomy of these vehicles. Due to this limitation in driving ranges, G-VRPs should 
provide the possibility of enroute recharging at available charging stations while providing optimal 
routes for these vehicles. The necessity to visit a charging station depends on the available battery 
level of the ECVs which itself depends on the battery consumption during the route. Energy 
consumption of vehicles depends on travel speed, driver acceleration behavior, vehicular 
characteristics such as vehicle age, and mass, and the road geometry and environmental conditions. 
In the literature, most of the studies on EVRP have modeled the energy consumption of EVs as a 
linear function of the traveled distance or speed. While these two factors are among the significant 
contributors to vehicle energy consumption, accounting for the other factors enhance the accuracy 
of the energy consumption estimations and leads to more efficient routing plans compatible with 
real-world situations. In this study, the model developed in Goeke and Schneider’s (2015) study 
is used to calculate the battery energy consumption of ECVs as this model accounts for a more 
comprehensive contributing factors to vehicle energy requirements. The energy consumption of 
EVs is estimated in three steps as shown in Figure 2.  
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Figure 1 The Procedure in Estimating ECV Energy Consumption 

First, the mechanical power, 𝑃𝑃𝑀𝑀, required by the vehicle to overcome rolling resistance, 
aerodynamic resistance and gravitational force is estimated using the model presented in Bektas 
and Laporte study (2011). 
 

𝑃𝑃𝑀𝑀 = �𝑚𝑚.𝑎𝑎 + 1
2

. 𝑐𝑐𝑑𝑑.𝜌𝜌.𝐴𝐴. 𝑣𝑣2 + 𝑚𝑚.𝑔𝑔. sin 𝑧𝑧 + 𝑐𝑐𝑟𝑟 .𝑚𝑚.𝑔𝑔. cos 𝑧𝑧� . 𝑣𝑣                                    (41) 

𝑚𝑚 = 𝑊𝑊 + 𝑈𝑈                                                                                                                    (42) 
𝑃𝑃𝑀𝑀 = (𝑊𝑊 + 𝑈𝑈).𝑎𝑎 + 1

2
. 𝑐𝑐𝑑𝑑.𝜌𝜌.𝐴𝐴. 𝑣𝑣3 + (𝑊𝑊 + 𝑈𝑈).𝑣𝑣.𝑔𝑔. sin 𝑧𝑧 + 𝑐𝑐𝑟𝑟 . (𝑊𝑊 + 𝑈𝑈). 𝑣𝑣.𝑔𝑔. cos 𝑧𝑧  (43) 

Where, 
• 𝑚𝑚 =Vehicle mass as the sum of vehicle weight" ("W" )"and vehicle load (U)"  
• 𝑎𝑎 = Vehicle acceleration 
• 𝐶𝐶𝑑𝑑 = Aerodynamic drag coefficient 
• 𝜌𝜌 = Air Density 
• A = Frontal Area of the vehicle 
• 𝐶𝐶𝑟𝑟 = Rolling friction coefficient 
• V = Vehicle Speed 
• 𝑧𝑧 = Road gradient 
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As it can be seen, using this formula enables the energy consumption model to capture the 
effect of speed, acceleration, vehicle load and road gradient in finding optimal routes with 
minimum required energy. In the next step the electric power, 𝑃𝑃𝐸𝐸 , required to provide the 
mechanical power (𝑃𝑃𝑀𝑀) is estimated using the relationship found in Goeke and Schneider’s study 
(2015).  
𝑃𝑃𝐸𝐸 = 𝜙𝜙 𝑃𝑃𝑀𝑀  (44) 

Where, 𝜙𝜙,  is the regression coefficient found by fitting a homogeneous linear regression 
line with a y-axis intercept of zero to a set of observed 𝑃𝑃𝑀𝑀and discharged electric energy data while 
the engine energy losses is accounted for. In the third and last step, the required electric power PE 
is converted to the amount of power that needed to be taken from the battery, PB, which 
significantly depends on the efficiency of the battery (Van Keulen et al.; 2010). 
𝑃𝑃𝐵𝐵 = 𝜑𝜑 𝑃𝑃E (45) 

Where, 𝜑𝜑 is the regression coefficient that describes the battery efficiency. Once the 
required battery electric power is estimated through these three steps, the battery energy 
consumption of an EV traveling on arc (i, j) with the travel time tij  can be estimated as: 
𝑏𝑏𝑖𝑖𝑖𝑖 = 𝑃𝑃𝐵𝐵 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 =  𝜑𝜑 𝜙𝜙 𝑃𝑃𝑖𝑖𝑖𝑖  𝑠𝑠𝑖𝑖𝑖𝑖 (46) 

Where, 𝑃𝑃𝑖𝑖𝑖𝑖, is the vehicle’s required mechanical power to traverse arc (i, j), and 𝑏𝑏𝑖𝑖𝑖𝑖 is the battery 
electric energy consumption of EV for traveling arc (i, j). 

 
Energy Consumption of Internal Combustion Commercial Vehicles 
To estimate the energy consumption of combustion engine vehicles, first, the vehicle required 
mechanical power, 𝑃𝑃𝑀𝑀. Then, the estimated 𝑃𝑃𝑀𝑀 is converted to fuel consumption rate, FR, using 
the model introduced by Barth (2005). 
  

𝐹𝐹𝑅𝑅 =  𝜉𝜉
𝐾𝐾.𝜓𝜓

�𝐾𝐾𝑁𝑁𝑇𝑇 + 𝑃𝑃𝑀𝑀
𝜂𝜂.𝜂𝜂𝑡𝑡𝑡𝑡

�     (47) 

 
Where, 

• 𝜉𝜉 = Fuel-to air mass ratio 
• k  = Heating value of typical diesel fuel  
• K = Engine friction factor  
• N = Engine speed 
• D = Engine displacement  
• 𝜓𝜓 = Factor converting the fuel rate from grams per second to liters per second 
• 𝜂𝜂  = Efficiency parameter for diesel engines  
• 𝜂𝜂𝑡𝑡𝑡𝑡 = Drive train efficiency 
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Having calculated the fuel consumption rate, the total fuel consumption of an ICCV traversing 
an arc (i,j) with travel time tij can be calculated as: 
 
𝑓𝑓𝑖𝑖𝑖𝑖 =  𝐹𝐹𝑅𝑅𝑖𝑖𝑖𝑖  .  𝑠𝑠𝑖𝑖𝑖𝑖 (48) 

 
where 𝐹𝐹𝑅𝑅𝑖𝑖𝑖𝑖 is the fuel consumption rate of the vehicle on arc (i,j). 
 
Emission Model 
The instantaneous engine-out Greenhouse Gas emission rate, E, in grams per second (g/s) is 
directly related to the fuel consumption rate, FR (Bektas and Laporte, 2011). Therefore, the vehicle 
emission is estimated in gram per second (g/s).  
 
E = 𝛿𝛿1FR + 𝛿𝛿2,    (49) 

 
where 𝛿𝛿1 and 𝛿𝛿2 are GHG-specific emission index parameters. 
 

3.3.2 Assumptions 

Customer Service Time Window 
The service time windows associated with demand points in the network are assumed to 

be soft time windows as they are more realistic and more flexible than hard time windows. There 
is a time penalty associated with early or delayed services meaning that if the demands are not 
served on time, a delay or waiting penalty is imposed. The time penalty coefficients can be adjusted 
to reflect the tradeoffs between the fixed cost of using an additional vehicle to provide an on-time 
service to all customers or pay the time penalties while using less number of vehicles. 

 
Charging Station Type 

The charging stations are assumed to be of battery swapping type meaning that once an 
ECV reaches a charging station its battery is swapped with a fully charged battery. Therefore, the 
charging time is assumed to be the same for all types of ECVs at all charging station locations. 

Battery swapping stations have been in practice for Tesla passenger vehicles since 2014. 
Findings of Chang (2010) and Kim (2012) studies suggest that battery swapping stations have 
advantages for logistics companies. First of all, by using battery swapping stations the whole 
charging process can take up to 10 minutes which eliminates the existing problem of wasting a 
considerable amount of time at charging stations and makes the electric vehicles on par with 
combustion engine vehicles. On the other hand, charging the depleted batteries during the night or 
any time of the day that demand and price of electricity is lower helps to significantly reduce the 
operation cost of electric vehicles (United Nations Environment Program (2010)). Moreover, since 
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the logistics company owns the batteries it swaps out, the sticker price of ECVs that can use its 
network would be cheaper. Therefore, battery swapping stations benefit logistics companies by 
facilitating the charging process and use of electric commercial vehicles while lowering the 
purchase and daily operational cost of these vehicles.  

 
Vehicle energy consumption 

The electric energy and fuel consumption of ECVs and ICCVs traveling an arc (i, j) are 
respectively determined by equations explained earlier. In these equations, the travel speed is 
assumed to be constant and known for each arc of the network. Also an average acceleration rate 
is associated with each arc and it is assumed to be constant and the same for all vehicles types. The 
road gradient is assumed to be 0 due to the negligible altitude variations in DC metropolitan area. 
However, the effect of altitude variations on energy consumption can be accounted for by the 
model, when applicable, by inserting the road elevation as an input to both ECV and ICCV energy 
consumption models described respectively. Although the battery of ECVs can regenerate 
electricity on downhill, the model used in this dissertation can only account for electric energy 
consumed on uphill and cannot be used to estimate the regenerated electric energy by ECV 
batteries while driving on downhill.  

 
Government Incentives and Regulations 

It is assumed that there is a financial incentive by government subsidizing the purchase of 
ECVs. Moreover, it is assumed that there is a number of Low Emission Zones (LEZ) in the network 
operating 24 hours a day and 365 days of a year such that combustion engine commercial vehicles 
are required to pay a daily charge to drive within these zones. The daily charges are assumed to be 
exclusive to each LEZ and paying the charge for one LEZ does not give the permission to ICCVs 
to enter all other LEZs in the network. The LEZs are characterized by the set of demand nodes 
located in these zones. Figure 3 shows an example of the daily charges required to be paid by 
different vehicle types to enter London Low Emission Zone. 
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Figure 2 London LEZ Daily Charges – Source: https://tfl.gov.uk/modes/driving/low-emission-zone/make-a-

payment 

Another assumption is the existence of emission cap and trade regulation imposed by the 
government that limits the amount of pollution that the company can produce in a year. This 
amount is converted to an average emission per day of operation and is treated as a threshold for 
routing emission. If the amount of emission produced in a daily routing operation is more than this 
limit, the company is charged for each additional gram of emitted pollutant. On the other hand, it 
is assumed that any extra emission permission that is not used in a daily operation can be sold to 
other companies at the end of each operation day. 

 

3.3.3 Mathematical Formulation 

The G-VRP of interest is formulated as a mixed integer linear programming problem based on the 
above assumptions. In the following subsections, the notations, coefficients, and variables used in 
the model are introduced and the objective function and constraints are explained. 
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Notation and Variables 
Sets 
V Set of demand nodes 
𝐹𝐹′ Set of Charging Station visit nodes, dummy vertices of the set of charging stations F 
𝑉𝑉′ 𝑉𝑉 ∪ 𝐹𝐹′ 
𝑉𝑉0,𝑉𝑉𝑁𝑁+1 Instances of depot 
𝑉𝑉0,𝑁𝑁+1 𝑉𝑉 ∪ 𝑉𝑉0 ∪ 𝑉𝑉𝑁𝑁+1 
𝑉𝑉0,𝑁𝑁+1
′  𝑉𝑉′ ∪ 𝑉𝑉0 ∪ 𝑉𝑉𝑁𝑁+1 

𝐿𝐿𝐸𝐸𝐿𝐿𝑙𝑙 Set of demand nodes in the low emission zone 𝑙𝑙 ∈ {1,2, … , 𝐿𝐿} 
𝐶𝐶𝐶𝐶𝐶𝐶 Set of ICCV types  
𝐶𝐶𝐸𝐸𝐶𝐶 Set of ECV types  

 
Constants 
𝑞𝑞𝑖𝑖 Nonnegative demand of node 𝑖𝑖 ∈ 𝑉𝑉 
𝑒𝑒𝑖𝑖 Earliest service time of node 𝑖𝑖 ∈ 𝑉𝑉 
𝑙𝑙𝑖𝑖 Latest service time of node 𝑖𝑖 ∈ 𝑉𝑉 
𝑉𝑉𝑖𝑖 Service time of node 𝑖𝑖 ∈ 𝑉𝑉′ 

𝐹𝐹𝐶𝐶𝑐𝑐𝐸𝐸𝐶𝐶 Fixed cost of EV type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶  ( $
𝑑𝑑𝑑𝑑𝑑𝑑

) 

𝐹𝐹𝐶𝐶𝑐𝑐𝐶𝐶𝐶𝐶 Fixed cost of ICCV type 𝑐𝑐 ∈  𝐶𝐶𝐶𝐶𝐶𝐶  ( $
𝑑𝑑𝑑𝑑𝑑𝑑

) 

𝑄𝑄𝑐𝑐𝐸𝐸𝐶𝐶 Loading capacity of EV type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 
𝑄𝑄𝑐𝑐𝐶𝐶𝐶𝐶 Loading capacity of ICCV type 𝑐𝑐 ∈  𝐶𝐶𝐶𝐶𝐶𝐶 
𝑊𝑊𝑐𝑐

𝐸𝐸𝐶𝐶 Weight of empty EV of type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 
𝑊𝑊𝑐𝑐

𝐶𝐶𝐶𝐶 Weight of empty ICCV of type 𝑐𝑐 ∈  𝐶𝐶𝐶𝐶𝐶𝐶 
𝐵𝐵𝐶𝐶𝑐𝑐𝐸𝐸𝐶𝐶 Battery Capacity of EV type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 

𝐶𝐶𝐸𝐸  Cost of Electricity ( $
𝑘𝑘𝑤𝑤

) 

𝐶𝐶𝐹𝐹 Cost of Fuel ( $
𝑙𝑙𝑖𝑖𝑡𝑡𝑙𝑙𝑟𝑟

) 
𝐶𝐶𝐿𝐿 Cost of Labor 
𝑚𝑚𝑐𝑐
𝐸𝐸𝐶𝐶 Maximum number of available EV of type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 

𝑚𝑚𝑐𝑐
𝐶𝐶𝐶𝐶 Maximum number of available ICCV of type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 

𝑣𝑣𝑖𝑖𝑖𝑖 Travel speed on arc (𝑖𝑖, 𝑗𝑗)| (𝑖𝑖, 𝑗𝑗) ∈  𝑉𝑉0,𝑁𝑁+1
′ , 𝑖𝑖 ≠ 𝑗𝑗 

𝑎𝑎𝑖𝑖𝑖𝑖 Average acceleration rate on arc (𝑖𝑖, 𝑗𝑗)| (𝑖𝑖, 𝑗𝑗) ∈  𝑉𝑉0,𝑁𝑁+1
′ , 𝑖𝑖 ≠ 𝑗𝑗 

𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 Travel time on arc (𝑖𝑖, 𝑗𝑗)| (𝑖𝑖, 𝑗𝑗) ∈  𝑉𝑉0,𝑁𝑁+1
′ , 𝑖𝑖 ≠ 𝑗𝑗 

𝑊𝑊𝑃𝑃 Waiting time penalty 
𝑇𝑇𝑃𝑃 Delay time penalty 
P LEZ daily penalty 
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𝑒𝑒𝐶𝐶𝐶𝐶𝑃𝑃 Emission Cap 

𝑃𝑃𝐶𝐶𝑑𝑑𝑟𝑟𝐶𝐶 Price of carbon ( $
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

) 

𝑃𝑃𝐵𝐵 Battery Cycle Cost 
ghg Greenhouse Gas emissions per liter of fuel ( 𝐾𝐾𝑔𝑔

𝑙𝑙𝑖𝑖𝑡𝑡𝑙𝑙𝑟𝑟
)  

𝑇𝑇0,𝑇𝑇 Start and End time of delivery operations 
 

Decision Variables 
𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  =1, if electric vehicle k of type c travels from node i to node j, 0 otherwise 

𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  =1, if combustion engine vehicle k of type c travels from node i to node j, 0 
otherwise 

𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶  
=1, if combustion engine vehicle k of type c enters low emission zone l, 0 
otherwise 

𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  Arrival time of electric vehicle k of type c at node i 
𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  Arrival time of combustion engine vehicle k of type c at node i 
𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  Load carried by electric vehicle k of type c from node i to node j 
𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  Load carried by combustion engine vehicle k of type c from node i to node j 
𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘 Remaining battery of electric vehicle k of type c upon arrival at node i 
𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘
𝐸𝐸𝐶𝐶  Waiting time of electric vehicle k of type c at node i 

𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘
𝐶𝐶𝐶𝐶  Waiting time of combustion engine vehicle k of type c at node i 

𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  Delayed time of electric vehicle k of type c at node i 
𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  Delayed time of combustion engine vehicle k of type c at node i 

 
Objective Function 
The objective of this problem is to minimize the total vehicle purchase cost, routing fuel and 
electric energy consumption cost, labor cost and the total LEZ, service time, and carbon penalty 
cost. 
 
Minimize: 
 ∑ ∑ ∑ 𝐹𝐹𝑐𝑐𝐸𝐸𝐶𝐶 . 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑖𝑖∈𝐶𝐶′𝑘𝑘∈𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸 + ∑ ∑ ∑ 𝐹𝐹𝑐𝑐𝐶𝐶𝐶𝐶 . 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑖𝑖∈𝐶𝐶𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸 +

∑ ∑ ∑ ∑ 𝐶𝐶𝐹𝐹( ∝𝑖𝑖𝑖𝑖 .𝑤𝑤𝑐𝑐𝐶𝐶𝐶𝐶 + 𝛽𝛽𝑖𝑖𝑖𝑖). 𝑠𝑠𝑖𝑖𝑖𝑖 . 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑖𝑖∈𝐶𝐶𝑛𝑛+1𝑖𝑖∈𝐶𝐶0𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸  +

∑ ∑ ∑ ∑ 𝐶𝐶𝐹𝐹�∝𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  �. 𝑠𝑠𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶𝑛𝑛+1𝑖𝑖∈𝐶𝐶0𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸  +
∑ ∑ ∑ ∑ 𝐶𝐶𝐸𝐸( ∝ ′𝑖𝑖𝑖𝑖 .𝑤𝑤𝑐𝑐𝐸𝐸𝐶𝐶 + 𝛽𝛽𝑖𝑖𝑖𝑖). 𝑠𝑠𝑖𝑖𝑖𝑖 . 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑖𝑖∈𝐶𝐶′𝑛𝑛+1𝑖𝑖∈𝐶𝐶′0𝑘𝑘∈𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸  +
∑ ∑ ∑ ∑ 𝐶𝐶𝐸𝐸�∝ ′𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  �. 𝑠𝑠𝑖𝑖𝑖𝑖𝑖𝑖∈𝐶𝐶′𝑛𝑛+1𝑖𝑖∈𝐶𝐶′0𝑘𝑘∈𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸   +

𝑃𝑃 ∑ ∑ ∑ 𝑦𝑦𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶𝑙𝑙∈𝐿𝐿𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸 + 𝑊𝑊𝑃𝑃�∑ ∑ ∑ 𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐸𝐸𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶 +
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 ∑ ∑ ∑ 𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶 � + 𝑇𝑇𝑃𝑃 �∑ ∑ ∑ 𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐸𝐸𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶 +

 ∑ ∑ ∑ 𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶 � − 𝑃𝑃𝑐𝑐𝑑𝑑𝑟𝑟𝐶𝐶�𝑒𝑒𝐶𝐶𝐶𝐶𝑃𝑃 − 𝑔𝑔ℎ𝑔𝑔��∝𝑖𝑖𝑖𝑖 .𝑤𝑤𝑐𝑐𝐶𝐶𝐶𝐶 + 𝛽𝛽𝑖𝑖𝑖𝑖�. 𝑠𝑠𝑖𝑖𝑖𝑖 . 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 +

�∝𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  �. 𝑠𝑠𝑖𝑖𝑖𝑖�� + 𝐶𝐶𝐿𝐿 �∑ ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶
𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐸𝐸𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶′0,𝑁𝑁+1𝑖𝑖𝑘𝑘𝐶𝐶′0,𝑁𝑁+1 . �𝑉𝑉𝑖𝑖 + 𝑠𝑠𝑖𝑖𝑖𝑖� +

∑ ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶0,𝑁𝑁+1𝑖𝑖𝑘𝑘𝐶𝐶0,𝑁𝑁+1 . �𝑉𝑉𝑖𝑖 + 𝑠𝑠𝑖𝑖𝑖𝑖�� +

𝑃𝑃𝐵𝐵(∑ ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶
𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐸𝐸𝐸𝐸𝑖𝑖𝑘𝑘𝐹𝐹′𝑖𝑖𝑘𝑘𝐶𝐶0 )   (50) 

 
 The first term of the objective function is the vehicle purchase cost. As it was mentioned 

before, in this problem the number of vehicles is not fixed. In fact, the objective function tries to 
minimize the number of required vehicles to serve the customer demands with the available vehicle 
types. Assuming that the battery life cycle of the electric vehicles is 5 years and the vehicles’ 
residual value is at 20% of their purchase cost, the equations below are used to convert the vehicle 
purchase cost of ICCV and ECV to dollar per day for a planning horizon of 5 years. In this equation 
the future residual value of vehicle is discounted back at 2% continuously compounded annual rate 
that is in line with inflation. A continuously compounded rate has been used to reflect daily 
compounded interest associated with the opportunity cost of capital at 2%.  
𝐹𝐹𝐶𝐶
𝐷𝐷𝑑𝑑𝑑𝑑

 = VPC – GPS – VRV× 𝑒𝑒−𝑟𝑟𝑇𝑇      (51) 

 
 
Where,  

• VPC = Vehicle Purchase Cost 
• GPS = Government Purchase Subsidy 
• VRV = Vehicle Residual Value 
• T = Planning horizon in years 
• r = Annual interest rate 

 
The fuel energy consumed by ICCVs is minimized in the second and third terms of the 

objective function followed by the electric energy consumption of ECVs minimized in the fourth 
and fifth terms. The natural integer programming formulation of the G-VRP developed in this 
study is nonlinear as the energy function contains the decision variable 𝑈𝑈𝑖𝑖𝑖𝑖 which multiplied 
with 𝑥𝑥𝑖𝑖𝑖𝑖, makes the objective function nonlinear. The procedure below is taken to linearize this 
nonlinear term. The vehicle energy requirement function shown in equation 3.3 is decomposed 
into two parts. Therefore, if an arc (i, j) is traversed by any of the available vehicles, the first part 
is multiplied by  𝑥𝑥𝑖𝑖𝑖𝑖  to estimate the energy requirements of the vehicle due to its body weight, and 
the second part estimates the vehicle energy requirements due to its load. 𝑈𝑈𝑖𝑖𝑖𝑖 for each vehicle is 
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forced to zero if the arc (i, j)  is not used by the vehicle ( 𝑥𝑥𝑖𝑖𝑖𝑖 = 0) through a set of constraints 
explained in the next section. 
𝑃𝑃𝑀𝑀𝐶𝐶𝐶𝐶 = 𝛼𝛼𝑖𝑖𝑗𝑗. �𝑊𝑊 + 𝑈𝑈𝑖𝑖𝑖𝑖� + 𝛽𝛽𝑖𝑖𝑗𝑗 = (𝛼𝛼𝑖𝑖𝑗𝑗.𝑊𝑊+ 𝛽𝛽𝑖𝑖𝑗𝑗) + 𝛼𝛼𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑗𝑗  (52) 

𝑃𝑃𝑀𝑀𝐸𝐸𝐶𝐶 = 𝛼𝛼′𝑖𝑖𝑗𝑗. �𝑊𝑊 + 𝑈𝑈𝑖𝑖𝑖𝑖� + 𝛽𝛽′𝑖𝑖𝑗𝑗 = (𝛼𝛼′𝑖𝑖𝑗𝑗.𝑊𝑊+ 𝛽𝛽′𝑖𝑖𝑗𝑗) + 𝛼𝛼′𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑗𝑗  (53) 

Where, 
𝛼𝛼𝑖𝑖𝑖𝑖 = 𝑣𝑣𝑖𝑖𝑗𝑗. 𝑎𝑎𝑖𝑖𝑗𝑗 + 𝑣𝑣𝑖𝑖𝑗𝑗. 𝑔𝑔. 𝑠𝑠𝑖𝑖𝑠𝑠𝑧𝑧 + 𝑐𝑐𝑟𝑟. 𝑣𝑣𝑖𝑖𝑗𝑗. 𝑔𝑔. 𝑐𝑐𝑐𝑐𝑠𝑠𝑧𝑧                            (54) 

𝛽𝛽𝑖𝑖𝑖𝑖 =
1

2
. 𝑐𝑐𝑑𝑑. 𝜌𝜌. 𝐴𝐴. 𝑣𝑣𝑖𝑖𝑗𝑗

3                                                                                                      (55) 

𝛼𝛼′𝑖𝑖𝑖𝑖 = 𝜑𝜑 𝜙𝜙 𝛼𝛼𝑖𝑖𝑖𝑖                                                                                                         (56) 

𝛽𝛽′𝑖𝑖𝑖𝑖 = 𝜑𝜑 𝜙𝜙 𝛽𝛽𝑖𝑖𝑖𝑖                                                                                                            (57) 

• 𝑊𝑊 = Vehicle body weight  
• 𝑈𝑈𝑖𝑖𝑖𝑖 =Vehicle load over arc (𝑖𝑖, 𝑗𝑗) 
• 𝑎𝑎𝑖𝑖𝑖𝑖 =average acceleration rate over arc (𝑖𝑖, 𝑗𝑗)  
• 𝑣𝑣𝑖𝑖𝑖𝑖= Average travel speed over arc (i, j) 
• 𝐶𝐶𝑑𝑑 = aerodynamic drag coefficient 
• 𝜌𝜌 = Air Density 
• A = Frontal Area of the vehicle 
• 𝐶𝐶𝑟𝑟 = Rolling friction coefficient 
• 𝑧𝑧 =Road gradient  

 
The sixth term of the objective function minimizes the LEZ penalty cost imposed if any 

ICCV enters any LEZ zone in the network. It accounts for the tradeoffs between the low emission 
zone penalty cost imposed on ICCVs and the fixed cost of using an additional electric vehicle to 
serve demands in LEZ zones.  

The user inconvenience cost is minimized in the seventh and eights terms of the objective 
function in the form of waiting or delayed service cost penalties. All demand nodes have desired 
service time windows. Whenever the service is delayed or is started earlier than the customer’s 
desired time, a service time penalty is incurred. 

The ninth term tries to minimize the emission cost by decreasing the cost of emission 
produced more than the limit or by increasing the amount of extra emission credit to be sold to 
other companies. 

The labor cost is minimized in the tenth and eleventh terms. The final term minimizes the 
battery degradation cost which is calculated as the multiplication of the battery cycle cost by the 
number of times the battery of ECV is replaced at a charging station. The battery cycle cost is 
estimated by dividing the cost of battery by the number of times it can be fully charged in its life 
cycle. 
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Constraints 
In this subsection, the problem constraints are provided, with a brief explanation for each. 

Each demand node has exactly one successor: 
∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑖𝑖∈𝐶𝐶′𝑁𝑁+1  +  𝑘𝑘∈𝐾𝐾𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸 ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑖𝑖∈𝐶𝐶𝑁𝑁+1    =   1𝑘𝑘∈𝐾𝐾𝐶𝐶𝐸𝐸        ∀𝑖𝑖 ∈ 𝑉𝑉, 𝑖𝑖 ≠ 𝑗𝑗𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸        (58) 

For each node in the network, the number of incoming arcs is equal to the number of 
outgoing arcs for each vehicle type: 
∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶
𝑖𝑖∈𝐶𝐶′𝑁𝑁+1  − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶   = 0                    ∀𝑖𝑖 ∈ 𝑉𝑉′, 𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈  𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ≠ 𝑗𝑗𝑖𝑖∈𝐶𝐶′0  (59) 

∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑖𝑖∈𝐶𝐶𝑁𝑁+1  − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶   = 0                    ∀𝑖𝑖 ∈ 𝑉𝑉, 𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶, 𝑘𝑘 ∈  𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ≠ 𝑗𝑗𝑖𝑖∈𝐶𝐶0  (60) 

Each vehicle will be assigned to at most one route.  
∑ 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶
𝑖𝑖∈𝐶𝐶′   ≤  1       ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶  (61) 

∑ 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑖𝑖∈𝐶𝐶   ≤  1       ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶  (62) 

𝐹𝐹′ is a set of dummy nodes representing visits to each vertex in the set of charging stations, 
F. Each node in the set 𝐹𝐹′is visited at most once by each vehicle. This makes it possible for each 
charging station to be visited once, multiple times or not at all by the ECVs on the road: 
∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  ≤  1                      ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶,∀𝑖𝑖 ∈ 𝐹𝐹′, 𝑖𝑖 ≠ 𝑗𝑗 𝑖𝑖∈𝐶𝐶𝑛𝑛+1  (63) 

The connectivity of travel times on the traveled arcs by each vehicle is also imposed. For 
ECVs, the time spent for charging at each charging station visit node is accounted for by treating 
the charging time as a service time for that node: 
𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 + �𝑠𝑠𝑖𝑖𝑖𝑖 + 𝑉𝑉𝑖𝑖�. 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 − 𝑇𝑇. �1 − 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 �             ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉′0, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1,
𝑖𝑖 ≠ 𝑗𝑗   (64) 
𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 + �𝑠𝑠𝑖𝑖𝑖𝑖 + 𝑉𝑉𝑖𝑖�. 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 − 𝑇𝑇. �1 − 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 �       ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗 
 (65) 

The arrival time of vehicles at each node is within the planning period [𝑇𝑇0, T]: 
𝑇𝑇0 ≤ 𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≤ 𝑇𝑇       ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1 (66) 
𝑇𝑇0 ≤ 𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≤ 𝑇𝑇        ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶,∀𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1 (67) 

If the arrival of a vehicle at a demand node is not within the desired delivery time window, 
the early or delayed service time at the demand node is calculated as follows: 
𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≥  𝑒𝑒𝑖𝑖 −  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶           ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑗𝑗 ∈ 𝑉𝑉    (68) 
𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  −  𝑙𝑙𝑖𝑖            ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶,∀𝑗𝑗 ∈ 𝑉𝑉    (69) 
𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≥  𝑒𝑒𝑖𝑖 −  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶           ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶,∀𝑗𝑗 ∈ 𝑉𝑉   (70) 
𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  −  𝑙𝑙𝑖𝑖            ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 ,∀𝑗𝑗 ∈ 𝑉𝑉    (71) 

The load of a vehicle over arc (i, j) is zero if the arc is not traversed by that vehicle 
(linearization constraints): 
𝑞𝑞𝑖𝑖 . 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≤ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  ≤ (𝑄𝑄𝑐𝑐𝐸𝐸𝐶𝐶 −  𝑞𝑞𝑖𝑖). 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶      ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶  , 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1  (72) 
𝑞𝑞𝑖𝑖 . 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≤ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  ≤ (𝑄𝑄𝑐𝑐𝐶𝐶𝐶𝐶 −  𝑞𝑞𝑖𝑖). 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1 (73) 
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The total load a vehicle carries is limited by its capacity:.  
∑ 𝑞𝑞𝑖𝑖𝑖𝑖∈𝐶𝐶  ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑖𝑖∈𝐶𝐶𝑁𝑁+1   ≤  𝑄𝑄𝑐𝑐𝐸𝐸𝐶𝐶         ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶   (74) 
∑ 𝑞𝑞𝑖𝑖𝑖𝑖∈𝐶𝐶  ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶

𝑖𝑖∈𝐶𝐶𝑁𝑁+1   ≤  𝑄𝑄𝑐𝑐𝐶𝐶𝐶𝐶         ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 (75) 
Balance of load flow at each node is imposed by modeling the vehicle load flow as 

increasing by the amount of cargo demand of each visited demand node.  
∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶
𝑖𝑖∈𝐶𝐶′0 −  ∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑖𝑖∈𝐶𝐶′𝑁𝑁+1 =  𝑞𝑞𝑖𝑖 ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶             ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑖𝑖 ∈ 𝑉𝑉 𝑖𝑖∈𝐶𝐶′𝑁𝑁+1  (76) 
∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑖𝑖∈𝐶𝐶0 −  ∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶

𝑖𝑖∈𝐶𝐶𝑁𝑁+1 =  𝑞𝑞𝑖𝑖 ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶                ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 ,∀𝑖𝑖 ∈ 𝑉𝑉𝑖𝑖∈𝐶𝐶𝑁𝑁+1  (77) 
The remaining battery capacities of all electric vehicles are set to their full capacity before 

starting their route. This means that all the vehicles leave the depot with fully charged batteries: 
𝑅𝑅𝑜𝑜𝑐𝑐𝑘𝑘= 𝐵𝐵𝐶𝐶𝑐𝑐𝐸𝐸𝐸𝐸   ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶  (78) 

The battery level of a vehicle arriving at a node succeeding a demand node is set in 
accordance with the energy consumption on the arc joining these two nodes. 
𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘  ≤  𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘 −   (�∝′𝑖𝑖𝑖𝑖 . 𝑠𝑠𝑖𝑖𝑖𝑖.𝑤𝑤𝑘𝑘

𝐸𝐸𝐶𝐶. 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝐸𝐸𝐶𝐶 + ∝′𝑖𝑖𝑖𝑖 . 𝑠𝑠𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑖𝑖𝑘𝑘𝐸𝐸𝐶𝐶� + 𝛽𝛽𝑖𝑖𝑖𝑖′ . 𝑠𝑠𝑖𝑖𝑖𝑖) + 𝐸𝐸𝐶𝐶𝑘𝑘(1 − 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝐸𝐸𝐶𝐶)   ∀𝑐𝑐 ∈
𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶, ∀𝑖𝑖 ∈ 𝑉𝑉, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗   (79) 

The same relation is defined for the nodes succeeding a charging station: 

𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘 ≤  𝐸𝐸𝐶𝐶𝑘𝑘 −  ��𝛼𝛼′𝑖𝑖𝑖𝑖. 𝑠𝑠𝑖𝑖𝑖𝑖.𝑤𝑤𝑘𝑘
𝐸𝐸𝐶𝐶 . 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝐸𝐸𝐶𝐶 +  𝛼𝛼′𝑖𝑖𝑖𝑖 . 𝑠𝑠𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑖𝑖𝑘𝑘𝐸𝐸𝐶𝐶� +  𝛽𝛽𝑖𝑖𝑖𝑖′ . 𝑠𝑠𝑖𝑖𝑖𝑖� 𝑣𝑣 ∀𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶,∀𝑖𝑖 ∈ 𝐹𝐹′ ∪ {0}, 𝑗𝑗 ∈

𝑉𝑉′𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗                 (80) 

If an internal combustion engine vehicle visits any demand node in a Low Emission Zone, the 
decision variable, 𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶 , is set to one for the vehicle and the corresponding zone 
∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶

𝑖𝑖∈𝐶𝐶𝑛𝑛+1𝑖𝑖∈𝑙𝑙   ≤ 𝑀𝑀𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶    ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑙𝑙 ∈ 𝐿𝐿𝐸𝐸𝐿𝐿𝑙𝑙    (81) 

Finally, the decision variables are binary: 
𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  , 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ,𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶  𝜖𝜖 {0, 1} (82) 
 

3.3.4 Numerical Study  

In this section a small size problem is presented and a number of scenarios will be examined to 
evaluate the features of the proposed mixed integer linear programming model. Xpress 7.9 software 
is used to solve this problem to optimality.  

The network of small size problem is illustrated in Figure 31. The network consists of 10 
demand points (shown as blue filled circles), 1 charging station, and 1 Depot (shown as a blue 
star). The available vehicles are 2 types of electric trucks with different loading and battery 
capacities (shown as green colored trucks) and 2 types of internal combustion engine trucks with 
different loading capacities. Travel speed, and average acceleration rate of each link in the network 
are randomly generated from uniform distributions between [11, 40] and [0.1, 1.2] respectively. 
The link travel times are estimated based on the randomly generated speed and distance for each 
link. The required customer service time at demand nodes are randomly generated from a uniform 
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distribution between [𝑇𝑇0, 𝑇𝑇
5
], where 𝑇𝑇0 is the starting time of the delivery operation and T is the 

ending time of the operation. The customer demands are randomly generated from a uniform 
distribution between [500, 2500] lbs.  

The formulated problem is solved using Xpress 7.9 for a number of case studies with 
different specifications on the small network presented in Figure 4. The detailed list of the cases 
is shown in Table 1. In all of the cases, it is assumed that all operated vehicles leave the depot at 8 
am and all the ECVs are fully charged overnight. In the first case study the formulated problem is 
solved for a scenario where there is no limitation on emission and there is no LEZ in the network. 
The optimal solution to this problem shows the optimal fleet and routes required to serve the 
demand while there is no limitation on the employment of ICCVs. In case#2 to case#4, the effect 
of limiting emission for daily operation is studied for different prices of carbon. In these cases, it 
is assumed that the only limitation for using ICCVs is the carbon emission and there is no LEZ in 
the network. In case #5 to case #7, the limitation on the emission is replaced with LEZ. Different 
configurations of LEZs are studied and their effects on the fleet design and routes are explored. 
Having studied the effect of emission cap and LEZs separately on daily delivery operations, in 
case#8 the impact of having both limitations is explored. At last, in case #9, the problem 
formulation is solved for a new network configuration with two LEZs with different penalty costs.  

 

Figure 4 Small size problem network configurations. 
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Table 1 Case Studies Specifications 

 
No. of 

LEZs in 
Network 

Nodes in each LEZ 

LEZ 
Penalty 

Cost ( $
𝒅𝒅𝒅𝒅𝒅𝒅

) 

Emission 
Cap (𝒈𝒈𝒈𝒈𝒅𝒅𝒈𝒈

𝒅𝒅𝒅𝒅𝒅𝒅
) 

Emission 
Cost 

( $
𝒈𝒈𝒈𝒈𝒅𝒅𝒈𝒈

) 

Case #1 − − − − − 
Case #2 − − − 50 grams 0.50 
Case #3 − − − 50 grams 0.25 
Case #4 − − − 50 grams 0.10 
Case #5 1 {P3, P4, P5} 100 − − 
Case #6 1 {P3, P4, P5, P6, P7, P8} 100 − − 
Case #7 1 All 100 − − 
Case #8 1 {P2, P3, P4} 40 50 grams 0.25 

Case #9 2 
LEZ1 = { P3, P4, P5} 
LEZ2 = {P7, P8, P9} 

PLEZ1 = $40 
PLEZ2 = $10 50 grams 0.25 

 
Case #1 
In the first case study, the problem is solved for a network with no low emission zones (LEZ) and 
no limitation on the carbon emission. The only limitation accounted for is the ECV’s range 
limitation due to its limited battery capacity. Based on these assumptions, the given network and 
characteristics of the problem, Xpress 7.9 is used to find the solution of the problem in terms of 
the optimal fleet design and the optimal routes for each used vehicle. Figure 5 shows the optimal 
solution to the problem. As it can be seen in the figure, when there is no limitation on the 
employment of ICCVs, the optimal fleet is composed of two ICCVs, one with lower capacity and 
the other one with higher capacity. The total routing polluted emission by the delivery operation 
is calculated as 159.74 grams. 
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Figure 3 Case #1 optimal solution. 

 
Case #2 
In this case study, a limit has been imposed on the emissions. It is assumed that there is a limit of 
50 grams on emission of the company daily operations. It means that the permission to produce 

any amount of emission over this limit should be bought with the price of  $0.50
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

. On the other hand, 

if the total daily-emitted pollution is less than the limit, the extra carbon points can be sold with 
the same price to other companies. Figure 6 shows the optimal solution to the problem. As it can 
be seen in the figure, by adding a limit on emission, the optimal fleet is changed to two ECVs of 
different sizes to serve the demand. The ECVs routes consist of one visit to the charging station 
for recovering their full battery capacity. As a result of the change in fleet the total routing polluted 
emission by the delivery operation is reduced to zero. 
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Figure 4 Case #2 optimal solution. 

 

Case #3 
In the third example, all the assumptions and characteristics of the previous example is held except 

for the price of carbon. In this example, it is assumed that the carbon price is decreased to $0.25
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

. 

Figure 7 shows the optimal solution to this problem. As it can be seen in this figure, by reducing 
the price of the carbon by 50%, the optimal fleet and routes are changed. In fact, the ECV with 
smaller capacity is replaced with an ICCV with the same loading capacity. The majority of demand 
is still served with ECV due to its lower operation cost and zero emissions, and, as a result of this 
change in fleet and routing, the delivery operation related emissions is increased from zero to 62.61 
grams.  
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Figure 5 Case #3 optimal solution. 

 
Case #4 
In order to further investigate the effect of carbon price on fleet design and routing, in this example, 

the price of carbon is further decreased to $0.10
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

 but still there is no LEZ in the network. The optimal 

solution to this problem shows that, in the case that a limit exists on daily emission but the carbon 
price is low, there will be no change in the fleet design in comparison to the case that there is no 
limitation on emission. The fleet will be composed of two ICCVs with the same optimal routes 
found in case #1, shown in Figure 35, and the total routing related emission will increase from 

62.61 grams (when the price of carbon is $0.25
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

) to 159.74 grams.   

 
Case #5 
While previous cases were focused on the effect of carbon limits on fleet design and vehicle 
routing, in this example, the effect of having LEZ in the network is investigated. It is assumed that 
there is no carbon limit on daily operations but there exists a low emission zone in the network 
which encompasses %30 of demand nodes (nodes P3, P4, and P5). A one-time daily penalty of 
$100 is considered for internal combustion engine trucks entering the LEZ in the network. Figure 
8 shows the optimal solution to the problem. As it can be seen in the figure, the optimal fleet is 
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composed of one ECV and one ICCV. Besides the demand nodes in the LEZ, the demand nodes 
of P1, P2, and P6 are served by the ECV too such that its maximum loading capacity is used as the 
operation cost of ECV is less that of the ICCV. The ECV’s route consists of one visit to the 
charging station for recovering its full battery capacity. The total routing polluted emission by the 
delivery operation is calculated as 54.81 grams. 
 
Case #6 
In this example, the LEZ is expanded such that it contains 60% of demand nodes (P3, P4, P5, P6, 
P7, and P8) with the same penalty of $100 for ICCVs to travel within the zone. The optimal 
solution to this example shows that the higher number of nodes in the LEZ result in the more 
number of employed ECVs. Since, the sum of the demands in the LEZ is more than the capacity 
limits of each type of available ECVs, both of them are used to avoid paying the high LEZ penalty 
cost and the total emission is reduced to zero. The optimal routes assigned to each ECV are the 
same as the ones calculated in case #2 where there was no LEZ in the network but a limit was 

imposed on the emission with carbon price of $0.50
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

. 

 
  Figure 6. Case # 5 optimal solution. 

 
Case #7 
In the cases 5 and 6, it was found that expansion of LEZ result in an increase in the number of 
employed ECVs. In this example, it is assumed that all demand nodes reside in LEZ. As it is 
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expected, the optimal solution shows that having all demand points in the LEZ result in a pure 
fleet of ECV with optimal routes similar to case#2 and case#6, where we have either emission cap 
with high carbon price or demands in LEZ exceeding the loading capacity of each available ECV. 
 
Case #8 
Having studied the effects of emission cap and low emission zone separately on the fleet design 
and routing, in this example the impact of having a combination of both limitations is studied. It 
is assumed that there is a daily pollution limit of 50 grams on the delivery operation of the 

company. The price of carbon is set to $0.25
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

. Also, it is assumed that there is an LEZ in the network 

containing demand nodes P3, P4, and P5, with the penalty of $40 for ICCVs. The optimal solution 
to this example is found to be same as case#5 (Figure 35), where there is no emission cap on the 
operations but the penalty of driving within LEZ for ICCVs is $100. The optimal fleet is composed 
of one ECV and one ICCV. The demand nodes in the LEZ are served by the ECV and the ECV’s 
route consists of one visit to the charging station for recovering its full battery capacity. The vehicle 
with higher capacity is chosen to be of the electric type so that the majority of customers are served 
by ECV due to its lower operation cost and the savings that can be made by spending less on 
carbon permits. The total routing emission in this case is estimated to be 54.81 grams. 
 
Case #9  
In this case study, it is assumed that there are two LEZs in the network with different penalty costs 
for ICCVs. One of them which is closer to the charging station has higher penalty of $40 and the 
other one has a lower penalty of $20. There is also an emission cap of 50 grams imposed on the 

emitted pollutants with the carbon price of $0.25
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

 . The optimal solution to the problem is shown in 

Figure 9. The demand points in the LEZ with higher fine and the demand points in their vicinity 
are served with a big ECV such that its capacity is used to its maximum limit. The demand points 
in the other LEZ, with lower fine, are served with a small ECV as the penalty cost is less than the 
price difference of ECV and ICCV plus the cost of the emitted carbon to serve the nodes in the 
area. 
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LEZ1  
P=$40 

LEZ2  
P=$10 

Figure 7. Case #9 optimal solution. 

 

3.3.5 Summary 

In this chapter, the G-VRP with constant travel times was formulated. Problem 
characteristics were explained. The assumptions used in this research were introduced and the 
developed mathematical model was presented with a brief explanation of the objective function 
and constraints. A very small size problem was presented and solved for nine different scenarios 
to show the capabilities of the optimization model. These scenarios were solved using Xpress 7.9 
and optimal solutions were shown and discussed.  The results of the analysis on these three 
different problem instances showed the capability of the model to account for the limitations of 
the ECVs and ICCVs in finding the optimal fleet design and routes. It was shown that based on 
the different tradeoffs between the penalty costs of ICCV employment, and purchase cost and 
range limitation of the ECV different fleet composition and routings are found to be optimal.  
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3.4 TIME DEPENDENT G-VRP MODEL FORMULATION 

In this chapter a mathematical model is formulated for the Time-Dependent G-VRP explained 
problem where travel time on arcs is dependent on the time of day. The problem is formulated as 
a mixed integer linear programming problem on a network. First, the problem properties are 
described completely. Then, the assumptions and limitations of the model are given. In the third 
section, the mathematical formulation of the problem is explained which includes detailed 
explanations of the notations and variables used in the model, the objective function, and the 
constraints. At last, the developed model is solved on a small size network problem. The problem 
is solved for both cases of static and Time-Dependent travel times and the results are compared. 
The chapter is summarized in the last section. 
 

3.4.1 Characteristics of the Problem 

Network 
The Time-Dependent G-VRP is formulated on a complete directed graph G = (𝑉𝑉0,𝑁𝑁+1

′ , A). Vertices 
0 and N+1 denote instances of depot. 𝑉𝑉′ is the union of the set of demand nodes (V={1,2,.., N})  
and the set of charging station visit nodes (𝐹𝐹′), which represent the set of visits to vertices in the 
set of charging stations, F. All vehicle routes start from node 0 and end at node N+1. The set of 
arcs is given by A= {(𝑖𝑖, 𝑗𝑗) | (𝑖𝑖, 𝑗𝑗) ∈  𝑉𝑉0,𝑁𝑁+1

′ , 𝑖𝑖 ≠ 𝑗𝑗}. Each arc is described by its travel time as a 
function of departure time, average travel speed (𝑉𝑉𝑖𝑖𝑖𝑖𝑡𝑡 ), and average acceleration rate (𝑎𝑎𝑖𝑖𝑖𝑖𝑡𝑡 ) for 
different time periods of a day. The travel time function, average travel speed and average 
acceleration rate on an arc are not only different for different time periods, but also they vary on 
different directions of an arc to represent the real world situation.  
 
Time-Dependent Travel Times 
In literature different approaches have been used to take into account the time dependency of travel 
times while finding solutions to variants of VRP. In 1992 Malandraki and Daskin used step 
functions to represent the variation of travel time along different time periods of a day. An example 
of a step function for travel time is given in Figure 10. This figure shows that while using a step 
function helps to account for variations in travel time, it might fail to take into account the First In 
First Out (FIFO) concept. Based on the FIFO concept if two vehicles leave from the same location 
for the same destination traveling on the same path, the one that leaves first will always arrive first, 
no matter how speed changes along the arcs during the travel. Therefore, in Figure 37, the vehicles 
departing at 11:01 are expected to arrive after the vehicles departing at 10:55. However, the use of 
step function with the sudden drop in travel time violates the FIFO concept. 

 The FIFO principle is very important as it prevents inconsistencies caused by vehicles 
waiting at some locations for the time when speeds are higher and then arrive at destination before 
than the vehicles which had left before the time when the speeds were lower. Moreover, due to the 
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large effect of travel speed on vehicle energy consumption, a model that satisfies the “non-passing” 
property not only calculates total transportation time more accurately, but also estimates the 
vehicle energy requirement with more accuracy which is of high priority in this study due to the 
sensitivity of the ECV’s driving range to the battery consumption rate.  
 

 
Figure 8 Travel time step function. 

 
In this study, in order to preserve the FIFO concept, it is assumed that travel time along 

each arc of the network is represented by a continuous function of time of a day as shown in Figure 
11. Therefore, any type of variations in travel time can be accepted and taken into account by the 
model developed in this study. As it can be seen in this figure, travel time is a nonlinear function 
of time of a day. Piecewise linear functions can be used to estimate travel time as a linear function 
of time of a day during different time windows.  
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Figure 9 Travel time as a continuous function of time of a day. 

 
In this study it is assumed that all trucks leave the depot at 8 AM and return back to depot 

at 6 PM. Therefore, travel time function was estimated for three time periods of morning rush hour, 
midday off-peak, and afternoon rush hour as shown in Figure 12. Each time window t, is 
represented by its range as [𝐿𝐿𝑇𝑇𝑡𝑡, 𝑈𝑈𝑇𝑇𝑡𝑡] and its travel time function in the form of: 
 
𝑠𝑠𝑠𝑠𝑡𝑡 =  𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑡𝑡 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑡𝑡  ×  ( 𝑇𝑇𝑒𝑒𝑝𝑝𝑎𝑎𝑟𝑟𝑠𝑠𝐷𝐷𝑟𝑟𝑒𝑒𝑇𝑇𝑖𝑖𝑚𝑚𝑒𝑒 −  𝐿𝐿𝑇𝑇𝑡𝑡−1)      𝑠𝑠 ∈ {1,2,3}            (83)       
 
where, 𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑡𝑡 and 𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑡𝑡 are the intercept and slope of the fitted line at time window t,  𝐿𝐿𝑇𝑇𝑡𝑡 
is the lower bound of time window t. It should be noted that in this case, the FIFO concept is 
guaranteed only if the absolute value of the slope of this linear function is always less than 1 
(Balseiro et al., 2011).  
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Figure 10 Piecewise linear functions of travel time over the planning period. 

 
Demand Nodes and charging nodes 
A nonnegative demand, 𝑞𝑞𝑖𝑖, and a nonnegative service time, 𝑠𝑠𝑖𝑖 is associated with each demand node 
in set V. There is also a service time window [𝑒𝑒𝑖𝑖, 𝑙𝑙𝑖𝑖] for each demand node within which the service 
to a customer has to start. Each charging station has a nonnegative service time and there is no 
specific time window for charging stations operating hours.  
 
Commercial Vehicle Types 
A mixed fleet of heterogeneous electric commercial vehicles, ECVs, with different battery and 
loading capacity, and heterogeneous Internal Combustion Engine Vehicles, ICCVs, with different 
loading capacities is considered to be available in this study. The number of vehicles is not 
predefined and it is one of the objectives of the problem to find the optimal number of vehicles of 
each type to be used to serve the demand. 

  
Energy Consumption of Electric Commercial Vehicles 
The energy requirement of an electric commercial truck is estimated using the equations explained 
earlier. In these equations, average speed and average acceleration rate during different time 
windows are used to estimate the required mechanical power. Also, travel times are estimated 
using the departure time and travel time function as explained before.  
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Energy Consumption of Internal Combustion Commercial Vehicles 
The energy requirement of a conventional commercial truck is estimated using the equations 
earlier. Again, the average speed and the average acceleration rate during different time windows 
are used to estimate the required mechanical power. Travel times are estimated using the travel 
time functions. 
 
Emission Model 
The emission produced by a conventional commercial truck is estimated using the equations 
explained earlier. 
 

3.4.2  Assumptions 

Customer Service Time Window 
The service time windows associated with demand points in the network are assumed to 

be soft time windows. There is a time penalty associated with early or delayed services meaning 
that if the demands are not served on time, a delay or waiting penalty is imposed.  

 
Charging Station Type 

As explained before, the charging stations are assumed to be of battery swapping type 
meaning that once an ECV reaches a charging station its battery is swapped with a fully charged 
battery. Therefore, the charging time is assumed to be the same for all types of ECVs at all charging 
station locations. 
Government Incentives and Regulations 

It is assumed that a) there is a financial incentive by government subsidizing the purchase 
of ECVs, b) there is a number of Low Emission Zones (LEZ) in the network operating 24 hours a 
day and 365 days of a year such that combustion engine commercial vehicles are required to pay 
a daily charge to drive within these zones, c) there is an emission cap imposed by the government 
on the amount of pollution that a company can produce in a year. 

 
Mathematical Formulation 
The Time-Dependent G-VRP of interest is formulated as a mixed integer linear programming 
problem based on the above assumptions. In the following subsections, the notations, coefficients, 
and variables used in the model are introduced and the objective function and constraints are 
explained. 
 

3.4.3 Notation and Variables 

Data Sets 
V Set of demand nodes 
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𝐹𝐹′ Set of Charging Station visit nodes, dummy vertices of the set of charging stations F 
𝑉𝑉′ 𝑉𝑉 ∪ 𝐹𝐹′ 
𝑉𝑉0,𝑉𝑉𝑁𝑁+1 Instances of depot 
𝑉𝑉0,𝑁𝑁+1 𝑉𝑉 ∪ 𝑉𝑉0 ∪ 𝑉𝑉𝑁𝑁+1 
𝑉𝑉0,𝑁𝑁+1
′  𝑉𝑉′ ∪ 𝑉𝑉0 ∪ 𝑉𝑉𝑁𝑁+1 

𝐿𝐿𝐸𝐸𝐿𝐿𝑙𝑙 Set of demand nodes in the low emission zone 𝑙𝑙 ∈ {1,2, … , 𝐿𝐿} 
𝐶𝐶𝐶𝐶𝐶𝐶 Set of ICCV types  
𝐶𝐶𝐸𝐸𝐶𝐶 Set of ECV types  

 
Constants 
𝑞𝑞𝑖𝑖 Nonnegative demand of node 𝑖𝑖 ∈ 𝑉𝑉 
𝑒𝑒𝑖𝑖 Earliest service time of node 𝑖𝑖 ∈ 𝑉𝑉 
𝑙𝑙𝑖𝑖 Latest service time of node 𝑖𝑖 ∈ 𝑉𝑉 
𝑉𝑉𝑖𝑖 Service time of node 𝑖𝑖 ∈ 𝑉𝑉′ 

𝐹𝐹𝐶𝐶𝑐𝑐𝐸𝐸𝐶𝐶 Fixed cost of EV type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶  ( $
𝑑𝑑𝑑𝑑𝑑𝑑

) 

𝐹𝐹𝐶𝐶𝑐𝑐𝐶𝐶𝐶𝐶 Fixed cost of ICCV type 𝑐𝑐 ∈  𝐶𝐶𝐶𝐶𝐶𝐶  ( $
𝑑𝑑𝑑𝑑𝑑𝑑

) 

𝑄𝑄𝑐𝑐𝐸𝐸𝐶𝐶 Loading capacity of EV type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 
𝑄𝑄𝑐𝑐𝐶𝐶𝐶𝐶 Loading capacity of ICCV type 𝑐𝑐 ∈  𝐶𝐶𝐶𝐶𝐶𝐶 
𝑊𝑊𝑐𝑐

𝐸𝐸𝐶𝐶 Weight of empty EV of type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 
𝑊𝑊𝑐𝑐

𝐶𝐶𝐶𝐶 Weight of empty ICCV of type 𝑐𝑐 ∈  𝐶𝐶𝐶𝐶𝐶𝐶 
𝐵𝐵𝐶𝐶𝑐𝑐𝐸𝐸𝐶𝐶 Battery Capacity of EV type 𝑐𝑐 ∈  𝐶𝐶𝐸𝐸𝐶𝐶 

𝐶𝐶𝐸𝐸  Cost of Electricity ( $
𝑘𝑘𝑤𝑤

) 

𝐶𝐶𝐹𝐹 Cost of Fuel ( $
𝑙𝑙𝑖𝑖𝑡𝑡𝑙𝑙𝑟𝑟

) 
𝐶𝐶𝐿𝐿 Cost of Labor 

𝑣𝑣𝑖𝑖𝑖𝑖𝑡𝑡  Average travel speed on arc (𝑖𝑖, 𝑗𝑗)| (𝑖𝑖, 𝑗𝑗) ∈  𝑉𝑉0,𝑁𝑁+1
′ , 𝑖𝑖 ≠ 𝑗𝑗, at time interval 

 

𝑎𝑎𝑖𝑖𝑖𝑖𝑡𝑡  
Average acceleration rate on arc (𝑖𝑖, 𝑗𝑗)| (𝑖𝑖, 𝑗𝑗) ∈  𝑉𝑉0,𝑁𝑁+1

′ , 𝑖𝑖 ≠ 𝑗𝑗, at time inter  
 

𝑊𝑊𝑃𝑃 Waiting time penalty 
𝑇𝑇𝑃𝑃 Delay time penalty 
P LEZ daily penalty 
𝑒𝑒𝐶𝐶𝐶𝐶𝑃𝑃 Emission Cap 

𝑃𝑃𝐶𝐶𝑑𝑑𝑟𝑟𝐶𝐶 Price of carbon ( $
𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

) 

𝑃𝑃𝐵𝐵 Battery Cycle Cost 
ghg Greenhouse Gas emissions per liter of fuel (𝑔𝑔𝑟𝑟𝑑𝑑𝑔𝑔

𝑙𝑙𝑖𝑖𝑡𝑡𝑙𝑙𝑟𝑟
)  
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𝐿𝐿𝑇𝑇𝑡𝑡 Lower boundary of time period t ∈ 𝑇𝑇 
𝑈𝑈𝑇𝑇𝑡𝑡 Upper boundary of time period t ∈ 𝑇𝑇 
𝐿𝐿𝑈𝑈𝑔𝑔 Lower boundary of load interval m ∈ 𝑀𝑀 
𝑈𝑈𝑈𝑈𝑔𝑔 Upper boundary of load interval m ∈ 𝑀𝑀 
𝑈𝑈�𝑔𝑔 Average of load in load interval m ∈ 𝑀𝑀 
𝑇𝑇0𝑇𝑇𝐸𝐸𝑛𝑛𝑑𝑑 Start and End time of delivery operations 

 
Decision Variables 

𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶  1, if ECV k of type c travels from node i to node j in time interval t carrying load 
in interval m and 0 otherwise 

𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶  1, if ICCV k of type c travels from node i to node j in time interval t carrying 
load in interval m and 0 otherwise 

𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶  
1, if combustion engine vehicle k of type c enters low emission zone l and 0 
otherwise 

𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  Arrival time of electric vehicle k of type c at node i 
𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  Arrival time of combustion engine vehicle k of type c at node i 
𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  Departure time of electric vehicle k of type c from node i 
𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  Departure time of combustion engine vehicle k of type c from node i 

𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶  Departure time of ECV k of type c from node i to node j in time interval t 
carrying load in interval m 

𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶  Departure time of ICCV k of type c from node i to node j in time interval t 
carrying load in interval m 

𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  Load carried by electric vehicle k of type c from node i to node j 
𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  Load carried by combustion engine vehicle k of type c from node i to node j 
𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘 Remaining battery of electric vehicle k of type c upon arrival at node i 
𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘
𝐸𝐸𝐶𝐶  Waiting time of electric vehicle k of type c at node i 

𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘
𝐶𝐶𝐶𝐶  Waiting time of combustion engine vehicle k of type c at node i 

𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  Delayed time of electric vehicle k of type c at node i 
𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  Delayed time of combustion engine vehicle k of type c at node i 

 
 
Objective Function 
The objective is to minimize the total vehicle purchase cost, fuel and electric energy consumption 
cost, labor cost and the total LEZ, service time, and carbon penalty cost. 
 
Minimize: 

� � � � � 𝐹𝐹𝑐𝑐𝐸𝐸𝐶𝐶 . 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔𝑘𝑘𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶′𝑘𝑘∈𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸
+ 
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� � � � � 𝐹𝐹𝑐𝑐𝐶𝐶𝐶𝐶. 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔𝑘𝑘𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸
+ 

𝐶𝐶𝐹𝐹 × � � � � (
𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸

(∝𝑖𝑖𝑖𝑖× 𝑤𝑤𝑐𝑐𝐶𝐶𝐶𝐶 +  𝛽𝛽𝑖𝑖𝑖𝑖) ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  ×  � 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔

+  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  ×  � (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔
−  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 ))  + ∝𝑖𝑖𝑖𝑖  ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  

× � 𝑀𝑀𝑑𝑑𝑣𝑣𝑔𝑔
𝑔𝑔

 ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑈𝑈�𝑚𝑚 
𝑔𝑔

× (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 −  𝐿𝐿𝑇𝑇𝑡𝑡  

×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 ))) + 

𝐶𝐶𝐸𝐸 × � � � � (
𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶′𝑘𝑘∈𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸

(∝′𝑖𝑖𝑖𝑖× 𝑤𝑤𝑐𝑐𝐸𝐸𝐶𝐶 +  𝛽𝛽′𝑖𝑖𝑖𝑖) ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  ×  � 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔

+  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  ×  � (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔
−  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 ))  + ∝′𝑖𝑖𝑖𝑖 ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  

× � 𝑀𝑀𝑑𝑑𝑣𝑣𝑔𝑔
𝑔𝑔

 ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑈𝑈�𝑚𝑚 
𝑔𝑔

× (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 −  𝐿𝐿𝑇𝑇𝑡𝑡  

×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 ))) + 

𝑃𝑃 � � �𝑦𝑦𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶

𝑙𝑙∈𝐿𝐿𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸
+ 

𝑊𝑊𝑃𝑃�� � � 𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘
𝐸𝐸𝐶𝐶

𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐸𝐸𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶

+ � � � 𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘
𝐶𝐶𝐶𝐶

𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶

�+ 

𝑇𝑇𝑃𝑃�� � � 𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐸𝐸𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶

+  � � � 𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶

𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶𝐸𝐸𝑖𝑖𝑘𝑘𝐶𝐶

� − 

𝑃𝑃𝑐𝑐𝑑𝑑𝑟𝑟𝐶𝐶 �𝑒𝑒𝐶𝐶𝐶𝐶𝑃𝑃 − 𝑔𝑔ℎ𝑔𝑔 �� � � � (
𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸

(∝𝑖𝑖𝑖𝑖× 𝑤𝑤𝑐𝑐𝐶𝐶𝐶𝐶 +  𝛽𝛽𝑖𝑖𝑖𝑖) ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  

×  � 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔
+ 𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  ×  � (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔
−  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 ))  + ∝𝑖𝑖𝑖𝑖  

×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑀𝑀𝑑𝑑𝑣𝑣𝑔𝑔
𝑔𝑔

 ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑈𝑈�𝑚𝑚 
𝑔𝑔

× (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

−  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 )))�� + 

𝐶𝐶𝐿𝐿 �� � 𝑎𝑎𝑠𝑠𝑁𝑁+1𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑘𝑘∈𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸
+  � � 𝑎𝑎𝑠𝑠𝑁𝑁+1𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶

𝑘𝑘∈𝑆𝑆𝑐𝑐𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸
� + 

 

𝑃𝑃𝐵𝐵 �∑ ∑ ∑ ∑ ∑ ∑  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇𝑘𝑘𝑘𝑘𝑆𝑆𝑐𝑐𝐸𝐸𝐸𝐸𝑐𝑐𝑘𝑘𝐶𝐶𝐸𝐸𝐸𝐸𝑖𝑖𝑘𝑘𝐹𝐹′𝑖𝑖𝑘𝑘𝐶𝐶0 �        (84) 
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The first and second term of the objective function are the vehicle purchase costs. 𝐹𝐹𝑐𝑐𝐸𝐸𝐶𝐶 and 
𝐹𝐹𝑐𝑐𝐶𝐶𝐶𝐶 are the fixed cost of ECV and ICCV per day of operation. 

The fuel energy consumed by ICCVs is minimized in terms 3 to 6 followed by the electric 
energy consumption of ECVs in the next four terms. As it was explained before, when the travel 
times are constant the energy consumption of a vehicle can be estimated as [� 𝛼𝛼𝑖𝑖𝑖𝑖 .𝑊𝑊 + 𝛽𝛽𝑖𝑖𝑖𝑖� ×
𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 × 𝑥𝑥𝑖𝑖𝑖𝑖 +  �𝛼𝛼𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑖𝑖  �× 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖], where 𝑈𝑈𝑖𝑖𝑖𝑖 was forced to be zero when 𝑥𝑥𝑖𝑖𝑖𝑖 is zero.  

Having the travel time on arc (i, j), 𝑠𝑠𝑖𝑖𝑖𝑖 , estimated as [𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  ×  (𝑇𝑇𝑇𝑇𝑡𝑡 −

 𝐿𝐿𝑇𝑇𝑡𝑡)] and substituting it with 𝑠𝑠𝑖𝑖𝑖𝑖  in the vehicle energy consumption equation, the energy 
consumption function becomes non-linear due to multiplying two decision variables shown in red: 

� 𝛼𝛼𝑖𝑖𝑖𝑖 .𝑊𝑊 + 𝛽𝛽𝑖𝑖𝑖𝑖�× �𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑗𝑗
𝑠𝑠  +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑗𝑗

𝑠𝑠  ×  (𝑇𝑇𝑇𝑇𝑖𝑖 −  𝐿𝐿𝑇𝑇𝑠𝑠)�× 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡 +  �𝛼𝛼𝑖𝑖𝑖𝑖 .𝑈𝑈𝑖𝑖𝑖𝑖  �×

�𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑗𝑗
𝑠𝑠  +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑗𝑗

𝑠𝑠  ×  (𝑇𝑇𝑇𝑇𝑖𝑖 −  𝐿𝐿𝑇𝑇𝑠𝑠)�  (85) 

In order to make the above function linear, the variable 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑡𝑡𝑔𝑔 is defined. This variable 
shows the departure time from node i to node j at time interval t and load interval m.  Using this 
variable the energy consumption function becomes linear as shown below and in the objective 
function. 

� 𝛼𝛼𝑖𝑖𝑖𝑖 .𝑊𝑊 + 𝛽𝛽𝑖𝑖𝑖𝑖�× �𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑗𝑗
𝑠𝑠  × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑔𝑔 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑗𝑗

𝑠𝑠  ×  �𝑇𝑇𝑇𝑇𝑖𝑖𝑗𝑗𝑠𝑠𝑚𝑚 −  𝐿𝐿𝑇𝑇𝑠𝑠 × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑔𝑔�� +

 �𝛼𝛼𝑖𝑖𝑖𝑖 .𝑈𝑈�𝑔𝑔� × �𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑗𝑗
𝑠𝑠  × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑔𝑔 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑗𝑗

𝑠𝑠  ×  �𝑇𝑇𝑇𝑇𝑖𝑖𝑗𝑗𝑠𝑠𝑚𝑚 −  𝐿𝐿𝑇𝑇𝑠𝑠 × 𝑥𝑥𝑖𝑖𝑖𝑖𝑡𝑡𝑔𝑔��  (86) 

 
The eleventh term of objective function minimizes the LEZ penalty cost imposed if any 

ICCV enters any LEZ zone in the network.  

The user inconvenience cost is minimized in the twelfth and thirteenth terms of the 
objective function in the form of waiting or delayed service cost penalties. All demand nodes have 
desired service time windows. Whenever the service is delayed or is started earlier than the 
customer’s desired time, a penalty is incurred. 

The fourteenth term tries to minimize the emission cost by decreasing the cost of emission 
produced more than the limit or by increasing the amount of extra emission credit to be sold to 
other companies. 

The labor cost is minimized in the fifteenth term. The final row minimizes the battery 
degradation cost which is calculated as the multiplication of the battery cycle cost by the number 
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of times the battery of ECV is replaced at a charging station. The battery cycle cost is estimated 
by dividing the cost of battery by the number of times it can be fully charged in its life cycle. 
 
Constraints 
Each demand node has exactly one successor: 
∑ ∑ ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶𝑁𝑁+1
′ +  𝑘𝑘∈𝐾𝐾𝐸𝐸𝐸𝐸𝑐𝑐∈𝐶𝐶𝐸𝐸𝐸𝐸 ∑ ∑ ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶𝑁𝑁+1 =𝑘𝑘∈𝐾𝐾𝐶𝐶𝐸𝐸𝑐𝑐∈𝐶𝐶𝐶𝐶𝐸𝐸

  1      ∀𝑖𝑖 ∈ 𝑉𝑉, 𝑖𝑖 ≠ 𝑗𝑗   (87) 
Each node in the network the number of incoming arcs is equal to the number of outgoing 

arcs for each vehicle type: 
∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶′𝑁𝑁+1  − ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇  = 0      ∀𝑖𝑖 ∈ 𝑉𝑉′, 𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈𝑖𝑖∈𝐶𝐶′0

 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ≠ 𝑗𝑗  ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶
𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶𝑁𝑁+1  − ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇  = 0           ∀𝑖𝑖 ∈ 𝑉𝑉, 𝑐𝑐 ∈𝑖𝑖∈𝐶𝐶0
𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈  𝐾𝐾𝐶𝐶𝐶𝐶 , 𝑖𝑖 ≠ 𝑗𝑗 (88) 

Each vehicle is assigned to at most one route.  
∑ ∑ ∑ 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶′   ≤  1       ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶   (89) 
∑ ∑ ∑ 𝑥𝑥0𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇𝑖𝑖∈𝐶𝐶  ≤  1       ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶  (90) 
Let 𝐹𝐹′ be a set of dummy nodes representing visits to each vertex in the set of charging 

stations, F. 
 Each node in the set 𝐹𝐹′is visited at most once by each vehicle. This makes it possible for 

each charging station to be visited once, multiple times or not at all by the ECVs on the road.  
∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇  ≤  1  ∀ 𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶,∀𝑖𝑖 ∈ 𝐹𝐹′, 𝑖𝑖 ≠ 𝑗𝑗 𝑖𝑖∈𝐶𝐶𝑛𝑛+1   (91) 
 
The connectivity of travel times on the traveled arcs by each vehicle is ensured as follows:  

𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 + 𝑉𝑉𝑖𝑖� � 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇
+ � � 𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡   𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇

+   � � 𝑉𝑉𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡    (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 −  𝐿𝐿𝑇𝑇𝑡𝑡−1  ×  𝑥𝑥 𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇
)

− 𝑇𝑇.�1 −��𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔𝑡𝑡

�        ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉′0, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗 

 (92) 
𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 + 𝑉𝑉𝑖𝑖 ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇 +  ∑ ∑ 𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡   𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶
𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇 +

  ∑ ∑ 𝑉𝑉𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡    (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 −  𝐿𝐿𝑇𝑇𝑡𝑡−1  ×  𝑥𝑥 𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶
𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇 ) − 𝑇𝑇. �1 − ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔𝑡𝑡 �       ∀𝑐𝑐 ∈
𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗   (93) 

These equations are extension of the respective equations for the case of Time-Dependent 
G-VRP. Basically arrival time at node 𝑗𝑗 for an ECV can be formulated as:  
𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 + �𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡 + 𝑉𝑉𝑖𝑖�.∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔𝑡𝑡 − 𝑇𝑇. �1 − ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔𝑡𝑡 �   ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ∈

𝑉𝑉′0, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗   (94) 
where  𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  is the travel time on arc (i, j) and is calculated as: 
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𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡 =  𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡 +  𝑉𝑉𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡   (𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 −  𝐿𝐿𝑇𝑇𝑡𝑡)                                                        (95) 
 
Since 𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  is a decision variable, multiplying 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  by 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶  makes the problem nonlinear. 

In order to deal with nonlinearity and make the problem linear, the term �𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡 + 𝑉𝑉𝑖𝑖�.∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔𝑡𝑡  

in equation (140) is substituted with the below function: 
𝑉𝑉𝑖𝑖 ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇 +  ∑ ∑ 𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡   𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇 +   ∑ ∑ 𝑉𝑉𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡    (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 −𝑔𝑔∈𝑀𝑀𝑡𝑡∈𝑇𝑇

 𝐿𝐿𝑇𝑇𝑡𝑡−1  𝑥𝑥 𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 )  (96) 
Departure time from each node in the network is calculated as follows:  

𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 +  𝑉𝑉𝑖𝑖 .∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔𝑡𝑡𝑖𝑖∈𝐶𝐶′𝑁𝑁+1       ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉′ (97) 

𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 +  𝑉𝑉𝑖𝑖 .∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶
𝑔𝑔𝑡𝑡𝑖𝑖∈𝐶𝐶𝑁𝑁+1            ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉 (98) 

The estimated departure time is then used to estimate the decision variables 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶  and 
𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 : 
𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶  ≤ 𝑀𝑀 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶          ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉′, 𝑗𝑗 ∈ 𝑉𝑉𝑁𝑁+1′ , 𝑠𝑠 ∈ 𝑇𝑇,𝑚𝑚 ∈ 𝑀𝑀 (99) 
∑ ∑ ∑ 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔𝑡𝑡𝑖𝑖∈𝐶𝐶𝑁𝑁+1 =  𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶                          ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉′ (41) 
𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶  ≤ 𝑀𝑀 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶                ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1, 𝑠𝑠 ∈ 𝑇𝑇,𝑚𝑚 ∈ 𝑀𝑀 (42) 
∑ ∑ ∑ 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔𝑡𝑡𝑖𝑖∈𝐶𝐶𝑁𝑁+1 =  𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶                                ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉 (43) 
The arrival and departure time of vehicles at each node are within the daily delivery 

operations working hour [𝑇𝑇0 T].  
𝑇𝑇0 ≤ 𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≤ 𝑇𝑇       ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1         (44) 
𝑇𝑇0 ≤ 𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≤ 𝑇𝑇        ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶,∀𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1 (45) 
𝑇𝑇0 ≤ 𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≤ 𝑇𝑇     ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1 (46) 
𝑇𝑇0 ≤ 𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≤ 𝑇𝑇        ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶,∀𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1 (47) 

The departure time is linked to the corresponding time window 𝑠𝑠  so that the proper travel 
time function is used to estimate the travel time: 
𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 −  𝑈𝑈𝑇𝑇𝑡𝑡  ≤ 100�1 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔 �  ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1, 𝑠𝑠 ∈ 𝑇𝑇  (48) 
 

𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≥  𝐿𝐿𝑇𝑇𝑡𝑡  ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶
𝑔𝑔    ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1, 𝑠𝑠 ∈ 𝑇𝑇   (49) 

 
𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 −  𝑈𝑈𝑇𝑇𝑡𝑡  ≤ 100�1 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔 �     (50) 
 

  ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉′0, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1, 𝑠𝑠 ∈ 𝑇𝑇    (51) 
 

  𝑑𝑑𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≥  𝐿𝐿𝑇𝑇𝑡𝑡  ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔      ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉′0, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1, 𝑠𝑠 ∈ 𝑇𝑇  (52) 
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If the arrival of a vehicle at a demand node is not within the desired delivery time window, 
the early or delayed service time at the demand node is calculated as follows: 
𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≥  𝑒𝑒𝑖𝑖 −  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶                          ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶,∀𝑗𝑗 ∈ 𝑉𝑉 (53) 
𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  −  𝑙𝑙𝑖𝑖                          ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑗𝑗 ∈ 𝑉𝑉    (54) 
𝑤𝑤𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≥  𝑒𝑒𝑖𝑖 −  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶                          ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 ,∀𝑗𝑗 ∈ 𝑉𝑉   (55) 
𝑑𝑑𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 ≥  𝑎𝑎𝑠𝑠𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  −  𝑙𝑙𝑖𝑖                          ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶,∀𝑗𝑗 ∈ 𝑉𝑉    (56) 
 

The total load a vehicle carries is limited by its capacity through constraints (161) to (162). 
Constraints (116) and (117) force the load of a vehicle over arc (i, j) to be zero if that vehicle does 
not traverse the arc. 
∑ 𝑞𝑞𝑖𝑖𝑖𝑖∈𝐶𝐶  ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔𝑡𝑡𝑖𝑖∈𝐶𝐶𝑁𝑁+1   ≤  𝑄𝑄𝑐𝑐𝐸𝐸𝐶𝐶         ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶  (57) 
∑ 𝑞𝑞𝑖𝑖𝑖𝑖∈𝐶𝐶  ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔𝑡𝑡𝑖𝑖∈𝐶𝐶𝑁𝑁+1   ≤  𝑄𝑄𝑐𝑐𝐶𝐶𝐶𝐶         ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 (58) 
𝑞𝑞𝑖𝑖 .∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔𝑡𝑡 ≤ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  ≤ (𝑄𝑄𝑐𝑐𝐸𝐸𝐶𝐶 −  𝑞𝑞𝑖𝑖).∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔𝑡𝑡     ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1 

 (59) 
𝑞𝑞𝑖𝑖 .∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔𝑡𝑡 ≤ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  ≤ (𝑄𝑄𝑐𝑐𝐶𝐶𝐶𝐶 −  𝑞𝑞𝑖𝑖).∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶
𝑔𝑔𝑡𝑡          ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1 

 (60) 
Balance of load flow at each node is defined through constraints (120) and (121). These 

constraints model the vehicle load flow as increasing by the amount of cargo demand of each 
visited demand node.  

∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶
𝑖𝑖∈𝐶𝐶′0 −  ∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶

𝑖𝑖∈𝐶𝐶′𝑁𝑁+1 =  𝑞𝑞𝑖𝑖 ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔𝑡𝑡  𝑖𝑖∈𝐶𝐶′𝑁𝑁+1 ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑖𝑖 ∈ 𝑉𝑉     

 (61) 
 

∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶
𝑖𝑖∈𝐶𝐶0 −  ∑ 𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶

𝑖𝑖∈𝐶𝐶𝑁𝑁+1 =  𝑞𝑞𝑖𝑖 ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑔𝑔𝑡𝑡  𝑖𝑖∈𝐶𝐶𝑁𝑁+1 ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑖𝑖 ∈ 𝑉𝑉            (62) 

     
Constraints (122) to (125) link the vehicle load on each arc with the corresponding load 

interval m so that the proper load interval is used while estimating the vehicle energy requirements 
along each arc. 
𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶  ≥ 𝐿𝐿𝑈𝑈𝑔𝑔  ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑡𝑡            ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶 , 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1,𝑚𝑚 ∈ 𝑀𝑀 (63) 
 

𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐶𝐶𝐶𝐶 −  𝑈𝑈𝑈𝑈𝑔𝑔  ≤ 𝑀𝑀�1 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶
𝑡𝑡 � ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉0, 𝑗𝑗 ∈ 𝑉𝑉𝑛𝑛+1,∈ 𝑀𝑀              (64) 

 
𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶  ≥ 𝐿𝐿𝑈𝑈𝑔𝑔  ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑡𝑡            ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉′0, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1 (65) 
 

𝑈𝑈𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝐸𝐸𝐶𝐶 −  𝑈𝑈𝑈𝑈𝑔𝑔  ≤ 𝑀𝑀�1 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶
𝑡𝑡 �∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶, 𝑖𝑖 ∈ 𝑉𝑉′0, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1,𝑚𝑚 ∈ 𝑀𝑀 (66) 

The remaining battery capacity of all electric vehicles are set to their full battery capacity 
before starting their route. This means that all the vehicles leave the depot with fully charged 
batteries: 
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𝑅𝑅𝑜𝑜𝑐𝑐𝑘𝑘= 𝐵𝐵𝐶𝐶𝑐𝑐𝐸𝐸𝐸𝐸    ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶 ,𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶                                                         (67) 
The battery level of a vehicle arriving at a node succeeding a demand node is set in 

accordance with the energy consumption on the arc joining these two nodes: 

𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘  ≤  𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘 −   (∝′𝑖𝑖𝑖𝑖× 𝑤𝑤𝑐𝑐𝐸𝐸𝐶𝐶 +  𝛽𝛽′𝑖𝑖𝑖𝑖) ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  ×  � 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔
+  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  

×  � (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔
−  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 ))  + ∝′𝑖𝑖𝑖𝑖  ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑀𝑀𝑑𝑑𝑣𝑣𝑔𝑔

𝑔𝑔
 

×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑈𝑈�𝑚𝑚 
𝑔𝑔

×  (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 −  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 )) + 𝐸𝐸𝐶𝐶𝑘𝑘(1

−� 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔
)          

                                            ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑖𝑖 ∈ 𝑉𝑉, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗, ∀𝑠𝑠 ∈ 𝑇𝑇 (68) 
The same relation is defined for the nodes succeeding a charging station: 
 

𝑅𝑅𝑖𝑖𝑐𝑐𝑘𝑘  ≤  𝐸𝐸𝐶𝐶𝑘𝑘 −   (∝′𝑖𝑖𝑖𝑖×  𝑤𝑤𝑐𝑐𝐸𝐸𝐶𝐶 +  𝛽𝛽′𝑖𝑖𝑖𝑖) ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  ×  � 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔
+  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  

×  � (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶

𝑔𝑔
−  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 ))  + ∝′𝑖𝑖𝑖𝑖  ×  (𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑝𝑝𝑠𝑠𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑀𝑀𝑑𝑑𝑣𝑣𝑔𝑔

𝑔𝑔
 

×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 +  𝑠𝑠𝑙𝑙𝑐𝑐𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖𝑡𝑡  × � 𝑈𝑈�𝑚𝑚 
𝑔𝑔

×  (𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 −  𝐿𝐿𝑇𝑇𝑡𝑡  ×  𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶 )) 

                                   ∀𝑐𝑐 ∈ 𝐶𝐶𝐸𝐸𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐸𝐸𝐶𝐶 ,∀𝑖𝑖 ∈ 𝐹𝐹′ ∪ {0}, 𝑗𝑗 ∈ 𝑉𝑉′𝑛𝑛+1, 𝑖𝑖 ≠ 𝑗𝑗, ∀𝑠𝑠 ∈ 𝑇𝑇  (69) 

 
If an internal combustion engine vehicle visits any demand node in a Low Emission Zone, the 
decision variable, 𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶 , is set to one for the vehicle and the corresponding zone:  
∑ ∑ ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶

𝑔𝑔𝑡𝑡  𝑖𝑖∈𝐶𝐶𝑁𝑁+1𝑖𝑖∈𝑙𝑙 ≤ 100𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶              ∀𝑐𝑐 ∈ 𝐶𝐶𝐶𝐶𝐶𝐶, 𝑘𝑘 ∈ 𝐾𝐾𝐶𝐶𝐶𝐶,∈ 𝐿𝐿𝐸𝐸𝐿𝐿𝑙𝑙  (70) 

Finally, binary decision variables are defined in constraints (130): 
𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐸𝐸𝐶𝐶  , 𝑥𝑥𝑖𝑖𝑖𝑖𝑐𝑐𝑘𝑘𝑡𝑡𝑔𝑔𝐶𝐶𝐶𝐶 ,𝑦𝑦𝑐𝑐𝑘𝑘𝑙𝑙𝐶𝐶𝐶𝐶  𝜖𝜖 {0, 1}  (71) 

3.4.4 Numerical Study 

In this section the developed mathematical formulation for the defined Time-Dependent G-VRP 
is solved for a small size problem. A small network of 6 demand nodes with one LEZ, which 
includes demand nodes P3, P5, P6 and one charging station, is defined as shown in Figure 13. The 
LEZ penalty, carbon permit, and emission cap is assumed to be $100/day, $0.50/gram, and 20 
grams respectively.  

First it is assumed that travel time on all arcs in the network is constant over the planning 
period and the formulation developed for the G-VRP is used to solve the problem to optimality. 
Then, the planning period is divided into three time windows and different travel time functions 
are defined for each direction of arcs in the network to account for different levels of congestion. 
The developed mathematical model for the defined TD-GVRP is used to solve the problem to 
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optimality.  Figure 14 and Figure 15 show the solution to G-VRP and Time-Dependent G-VRP 
respectively.  

 

LEZ 

Figure 13 Network of the numerical case study - 6 demand nodes. 

In both figures the green and black lines indicate that the route is served by ECV and ICCV 
respectively. The result show that in the both cases of static and Time-Dependent travel times the 
optimal fleet size is the same, however, there are some changes in the routing of the vehicles in 
order to avoid congestion. The optimal route for the ECV when the travel time on arcs is constant 
is: Depot → 𝑃𝑃3 →  𝑃𝑃5  → 𝐶𝐶𝑉𝑉 →  𝑃𝑃6. When the travel time on arcs changes over the planning period 
due to congestion, the optimal route for ECV is changed to: Depot → 𝑃𝑃3 →  𝐶𝐶𝑉𝑉 →  𝑃𝑃6  →  𝑃𝑃5. In 
fact when the ECV arrives to 𝑃𝑃3, its battery capacity is not enough to visit 𝑃𝑃5, or 𝑃𝑃6 due to the high 
congestion on the arcs. Therefore, it first visits the CS to recharge its battery, and then it goes to 
𝑃𝑃6 to avoid congestion on (CS, 𝑃𝑃5). From 𝑃𝑃6 it goes to 𝑃𝑃5 and then returns to Depot. In the case of 
the ICCV route, the sequence of the demand points is reversed when the time dependency of travel 
times is accounted for. First, the vehicle visits demand point 𝑃𝑃4 to avoid congestion on the routes 
to 𝑃𝑃1 and 𝑃𝑃2 in the morning, and then goes to 𝑃𝑃2 followed by 𝑃𝑃1 and then returns to Depot. 
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Figure 14 Small size network - G-VRP result. 

3.4.5 Summary 

In this chapter the problem characteristics were explained. The assumptions used in the research 
were introduced and the developed mathematical model was presented with a brief explanation of 
the objective function and constraints. The developed mathematical model for the TD-GVRP was 
solved for a small size problem using the Xpress commercial solver. The result of the model was 
compared with the results of G-VRP for the case of static travel times and the differences were 
highlighted.  
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Figure 15 Small size network - TD-GVRP result. 
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3.5 HEURISTIC METHOD 

It is well known that VRP is an NP-hard problem and as the size of the problem grows 
commercial solvers like Xpress become unable to find optimal solutions to the problem.  
Therefore, it is essential to develop an efficient heuristic algorithm that can find sound solutions 
in a reasonable amount of time. In this chapter, the heuristic algorithm developed to solve the 
Time-Dependent G-VRP defined in this study is introduced and explained in detail. Then the 
quality of heuristic solutions is verified by comparing the heuristic solutions with the exact 
solutions to the problem found using Xpress solver on small size problems. 

 

3.5.1 Overall Explanation of the Heuristic Algorithm 

The heuristic developed in this study is based on the Ruin and Recreate (RR) approach, a 
new class of algorithms introduced by Schrimpf et al. (2000) used to solve VRPTW instances. The 
basic idea behind the developed algorithm is to obtain new solutions by deconstructing an existing 
feasible solution, and then rebuilding it by following a set of procedures to obtain a new complete 
solution. Overall, the proposed heuristic algorithm is comprised of four main components: 

 
• A constructive heuristic used to: a) build initial feasible solutions to the problem and b) to 

build complete solutions from deconstructed partial solutions. 
• A ruin strategy for selecting a part of the current solution and remove it to form partial 

solutions. 
• A decision rule to be used as a criterion for solution acceptance. If the new solution is 

accepted it becomes the current solution and the ruin strategy is applied on the new current 
solution in the next iteration. On the other hand, if the new solution is not accepted, the 
ruin strategy will be applied to the previous solution until a new solution is accepted.  

• Stopping criteria used to stop the algorithm and accept the best solution as a final solution 
to the problem. 
 
According to the description above, the heuristic algorithm proposed in this study, builds 

an initial feasible solution and then performs a set of iterations on an existing current solution until 
some stopping criteria is met. At each iteration the current best solution is deconstructed and rebuilt 
a number of times until a better solution is found and used as a new current solution. Indeed, many 
partial solutions are obtained from the same current solution by removing a proper set of customers 
and completing the resulting solution according to a recreate strategy. 

The proposed algorithm shares some similarities with the classic local search (LS) 
approach, but it presents some advantages that lead to feasible solutions of better quality. While 
both of the methods make use of a systematic perturbation of the current solution that leads to a 
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new solution, they are based on different concepts of neighborhood.  In the LS approach, a new 
solution is achieved by a small modification to the current solution such as movement of a 
customer to a different route. In fact, LS performs a deep evaluation of solutions close to the 
current one and chooses a better neighboring solution. However, the algorithm proposed in this 
study generates new solution by deconstructing a larger part of the current solution. Therefore, our 
algorithm not only relies on exploring solutions close to the current one, but also evaluates 
solutions that might be far from the current one in the feasible solution space. Looking into 
solutions far from the current one, which is called diversification strategy, is rarely applied during 
evolution of search in the LS algorithms. 

 
Figure 16 Constructive Heuristic Work Flow 

Figure 16 and Figure 17 show the flow chart of the heuristic algorithm proposed in this study 
and coded in Python language. As seen in these figures, two sets of procedures are followed. First 
an initial feasible solution is generated using a constructive heuristic approach shown in Figure 16. 
Then, as shown in Figure 17, the generated solution is improved by deconstructing and rebuilding 
new solutions from the current solution until some stopping criteria are met. The steps in both 
procedures are explained in details in the following sections of this chapter. 



65 
 
 

 

 
Figure 17 Improvement Heuristic Work Flow 

3.5.2 Constructive Heuristic Algorithm 

The constructive heuristic algorithm proposed in this study is based on the regret procedure 
presented in Christofides, Mingozzi, and Toth (1979) and Potvin and Rousseau (1993). 

The algorithm starts with generating a partial solution comprised of a set of feasible single-
customer routes. To generate the partial solution, first the network plane is divided into a number 
of identical cones. Each cone has an origin at depot. Figure 18 shows the network of 10 customer 
demand nodes divided into 4 identical cones with an angle of 45°. The number of cones is 
calculated as the sum of customer demands multiplied by 1.5 and divided by the maximum 
capacity of available vehicles.  Then, in each cone one demand point is selected as a seed. To select 
the seeds, one cone at a time is considered and for each demand node in the cone a weight value 
is estimated using equation (131). As it can be seen in this equation, the weights are calculated as 
a function of demand and distance from depot.  Once the weights are calculated for each demand 
node, the node with the maximum weight value is chosen as the cone’s seed. In fact seeds are 
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chosen as the demand nodes with the combination of farthest distance from the depot and the 
highest demand. Having found a seed in each cone, single-customer routes are generated for each 
seed. Also a feasible minimum cost vehicle is assigned to each of the defined routes.  

 
𝑊𝑊𝑇𝑇𝑖𝑖 =  𝑞𝑞𝑖𝑖 + 𝑑𝑑𝑜𝑜𝑖𝑖   (72) 

where, 
• 𝑊𝑊𝑇𝑇𝑖𝑖 = Weight of the customer i,  
• 𝑞𝑞𝑖𝑖 = Demand of the customer i,   
• and 𝑑𝑑𝑜𝑜𝑖𝑖 = Distance between the depot and customer i. 

 

 

45° 45° 

Figure 18 Sample of identical cones in a network. 

The set of single customer routes define the partial solution for the constructive phase. The 
partial solution is completed by iteratively assigning each un-routed demand point either to the 
existing routes or to a new one. The un-routed customers are chosen and assigned to the routes 
based on a regret score, 𝛿𝛿(𝑖𝑖), which accounts for the urgency of assigning customer i to a route. 
The computation of 𝛿𝛿(𝑖𝑖) is based on a penalty 𝜌𝜌𝑟𝑟(𝑖𝑖), associated with the cost of assigning customer 
i to route r. This penalty is comprised of six components and is calculated using equation (131).  
In this equation, 𝑉𝑉𝑒𝑒𝑠𝑠𝑟𝑟(𝑖𝑖) denote the set of all possible insertion points for customer i in route r. In 
fact, the penalty of inserting customer i in route r is calculated for a) all possible insertion points 
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in the 𝑉𝑉𝑒𝑒𝑠𝑠𝑟𝑟(𝑖𝑖) and b) for the two types of vehicles, ICCV and ECV, then, the minimum penalty is 
assigned to 𝜌𝜌𝑟𝑟(𝑖𝑖).  

 
𝜌𝜌𝑟𝑟(𝑖𝑖) = 𝑚𝑚𝑖𝑖𝑠𝑠𝑘𝑘∈{𝐼𝐼𝐶𝐶𝐶𝐶𝐶𝐶,𝐸𝐸𝐶𝐶𝐶𝐶}  �𝑚𝑚𝑖𝑖𝑠𝑠𝑝𝑝∈𝑆𝑆𝑙𝑙𝑡𝑡𝑟𝑟(𝑖𝑖){𝑒𝑒𝑥𝑥𝑠𝑠𝑟𝑟𝑎𝑎_𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑔𝑔𝑦𝑦_𝑟𝑟𝑒𝑒𝑞𝑞 𝑟𝑟(𝑖𝑖,𝑝𝑝, 𝑘𝑘) +  𝑣𝑣𝑒𝑒ℎ_𝑐𝑐ℎ𝑔𝑔_𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠 𝑟𝑟(𝑖𝑖,𝑘𝑘) +
𝑠𝑠𝑖𝑖𝑚𝑚𝑒𝑒_𝑤𝑤𝑖𝑖𝑠𝑠𝑑𝑑𝑐𝑐𝑤𝑤_𝑝𝑝𝑒𝑒𝑠𝑠 𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘) +   𝐿𝐿𝐸𝐸𝐿𝐿𝑝𝑝𝑙𝑙𝑛𝑛𝑟𝑟(𝑖𝑖,𝑝𝑝, 𝑘𝑘) +  𝑏𝑏𝑎𝑎𝑠𝑠_𝑑𝑑𝑒𝑒𝑔𝑔 𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘) +

𝑐𝑐𝑎𝑎𝑟𝑟𝑏𝑏𝑐𝑐𝑠𝑠_𝑝𝑝𝑒𝑒𝑟𝑟𝑚𝑚𝑖𝑖𝑠𝑠(𝑖𝑖,𝑝𝑝, 𝑘𝑘)   + 𝑒𝑒𝑥𝑥𝑠𝑠𝑟𝑟𝑎𝑎_𝐿𝐿𝑎𝑎𝑏𝑏𝑐𝑐𝑟𝑟_𝐶𝐶𝑐𝑐𝑠𝑠𝑠𝑠(𝑖𝑖,𝑝𝑝,𝑘𝑘) }�  (73) 
The first component is the extra energy required by the vehicle to travel to and from the 

node after its insertion in the route. The second component is the vehicle change cost if the vehicle 
serving route r must be changed to visit customer i. The third component is the time window 
penalty if the insertion of customer i to the route r results in service time window violations at any 
demand nodes. The fourth component is the LEZ penalty cost that incurs when customer i is in 
LEZ and route r is served by an ICCV. The fourth component is the battery degradation cost, 
which is applicable only if customer i is inserted in a route served by an electric truck. If the extra 
energy requirements of the electric truck to serve customer i results in the battery capacity 
violations, there is a need for the battery to be exchanged with a full one and battery degradation 
cost should be accounted for. The fifth component is the carbon emission cost which is only 
applicable in the case of ICCVs. And the last one is the extra labor cost due to the increase in travel 
time after the insertion of the new customer to the route. 

 
Extra Energy Requirement 

The estimation of the variable 𝑒𝑒𝑥𝑥𝑠𝑠𝑟𝑟𝑎𝑎_𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑔𝑔𝑦𝑦_𝑟𝑟𝑒𝑒𝑞𝑞 𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘), is slightly different for the 
two types of vehicle, ICCV and ECV. If k is assumed to be ICCV, then the variable 
𝑒𝑒𝑥𝑥𝑠𝑠𝑟𝑟𝑎𝑎_𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑔𝑔𝑦𝑦_𝑟𝑟𝑒𝑒𝑞𝑞 𝑟𝑟(𝑖𝑖, 𝑝𝑝,𝑘𝑘) is calculated as the extra energy required by the vehicle to detour to 
the newly added customer i at insertion point p.  

For the case of ECVs, if the battery capacity of the vehicle is sufficient to serve the newly 
added customer i, the extra energy required by the vehicle, is estimated as the extra energy 
consumed to serve the newly added customer i at insertion point p. However, if the insertion of 
customer i to the route r at point p lead to the ECV battery capacity violation, the extra energy 
required to visit a charging station should be considered as well. In fact, when vehicle energy 
requirement exceeds the vehicle battery capacity, a charging station should be visited to extend the 
vehicle driving range by swapping its battery with a fully charged one. The visit to a charging 
station adds to the vehicle energy requirements.  

In order to find the best insertion point for a CS in route r, a battery violation penalty is 
estimated for each possible insertion point as shown in equation (132). Then, the best insertion 
point is identified as the one minimizing the battery violation penalty. There might be cases where 
charging stations are required to be visited more than once. In fact charging station visit nodes are 
inserted to the route until the value of 𝛾𝛾𝚤𝚤��⃗ − 𝐵𝐵𝑐𝑐𝑎𝑎𝑝𝑝 becomes less than zero for all the nodes in the 
route.  
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𝑝𝑝𝑒𝑒𝑠𝑠𝐶𝐶𝑑𝑑𝑡𝑡𝑡𝑡 =  ∑ 𝛾𝛾𝚤𝚤��⃗ − 𝐵𝐵𝑐𝑐𝑎𝑎𝑝𝑝𝑖𝑖∈𝐶𝐶(𝑟𝑟)   (74) 

 
where 

• 𝑉𝑉(𝑟𝑟) =  set of customer demand nodes in route 𝑟𝑟 
• 𝛾𝛾𝚤𝚤��⃗ =b"attery charge that is needed to travel either from the previous  visit to a charging 

station or from the depot to vertex" i 
• 𝐵𝐵𝑐𝑐𝑎𝑎𝑝𝑝 of the vehicle assigned to route r 

 
Therefore, if the vehicle’s available battery is not sufficient to serve a newly added 

customer i, the variable 𝑒𝑒𝑥𝑥𝑠𝑠𝑟𝑟𝑎𝑎_𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑔𝑔𝑦𝑦_𝑟𝑟𝑒𝑒𝑞𝑞 𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘) is estimated as the sum of the extra energy 
required to serve the newly added customer and the extra energy required to visit charging stations 
if applicable. 

 

Vehicle Change Cost 
The second component in estimation of 𝜌𝜌𝑟𝑟(𝑖𝑖) is the vehicle change cost. Vehicle change 

cost is experienced when the loading capacity of the current vehicle assigned to the route r is not 
sufficient to serve the newly added customer. Therefore, the vehicle should be changed to the 
cheapest vehicle of higher capacity. The vehicle change cost is estimated as: 
𝑣𝑣𝑒𝑒ℎ_𝑐𝑐ℎ𝑔𝑔_𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠 𝑟𝑟(𝑖𝑖,𝑘𝑘) = 𝐹𝐹𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑙𝑙𝑛𝑛𝑡𝑡 −  𝐹𝐹𝐶𝐶𝑛𝑛𝑙𝑙𝑤𝑤 (75) 

 
where 

• 𝐹𝐹𝐶𝐶𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑙𝑙𝑛𝑛𝑡𝑡=  Fixed cost of current vehicle assigned to route r. 
• 𝐹𝐹𝐶𝐶𝑛𝑛𝑙𝑙𝑤𝑤 = Fixed cost of the cheapest available vehicle of type k with higher capacity. 

 
If there is no vehicle of higher capacity available to be assigned to the route, adding 

customer i to the existing route r make the solution infeasible by violating the vehicle load 
capacity. Therefore the customer should be assigned to a new route with the cheapest feasible type 
of vehicle available. 

Time Window Penalty 
The 𝑠𝑠𝑖𝑖𝑚𝑚𝑒𝑒_𝑤𝑤𝑖𝑖𝑠𝑠𝑑𝑑𝑐𝑐𝑤𝑤_𝑝𝑝𝑒𝑒𝑠𝑠 𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘) is the summation of early or delayed service penalties at 

customer node i, and the customers visited after it along the route. The time window penalty is 
formulated as: 
𝑠𝑠𝑖𝑖𝑚𝑚𝑒𝑒_𝑤𝑤𝑖𝑖𝑠𝑠𝑑𝑑𝑐𝑐𝑤𝑤_𝑝𝑝𝑒𝑒𝑠𝑠 𝑟𝑟(𝐷𝐷) = ∑ 𝑝𝑝𝑒𝑒𝑠𝑠𝑙𝑙𝑑𝑑𝑟𝑟𝑙𝑙𝑑𝑑_𝑠𝑠𝑙𝑙𝑟𝑟𝑣𝑣𝑖𝑖𝑐𝑐𝑙𝑙  ×  max (0,𝑖𝑖𝑘𝑘 {𝑝𝑝+𝑖𝑖} 𝑒𝑒𝑎𝑎𝑟𝑟𝑙𝑙𝑖𝑖𝑒𝑒𝑠𝑠𝑠𝑠_𝑑𝑑𝑒𝑒𝑠𝑠_𝑠𝑠𝑒𝑒𝑟𝑟𝑣𝑣_𝑠𝑠𝑖𝑖𝑚𝑚𝑒𝑒𝑖𝑖 −
 𝑎𝑎𝑐𝑐𝑠𝑠𝑠𝑠𝑙𝑙𝑟𝑟𝑣𝑣𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖

) +  𝑝𝑝𝑒𝑒𝑠𝑠𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑𝑑𝑑𝑙𝑙𝑑𝑑𝑠𝑠𝑡𝑡𝑟𝑟𝑠𝑠𝑡𝑡𝑐𝑐𝑡𝑡  ×  max (0, 𝑎𝑎𝑐𝑐𝑠𝑠𝑠𝑠𝑙𝑙𝑟𝑟𝑣𝑣𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖
 – 𝑙𝑙𝑎𝑎𝑠𝑠𝑒𝑒𝑠𝑠𝑠𝑠𝑑𝑑𝑙𝑙𝑠𝑠𝑠𝑠𝑡𝑡𝑟𝑟𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖

)        (76) 

 
where, 
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• 𝑝𝑝+ = Set of customer nodes after insertion point p along route r 
• 𝑒𝑒𝑎𝑎𝑟𝑟𝑙𝑙𝑖𝑖𝑒𝑒𝑠𝑠𝑠𝑠_𝑑𝑑𝑒𝑒𝑠𝑠_𝑠𝑠𝑒𝑒𝑟𝑟𝑣𝑣_𝑠𝑠𝑖𝑖𝑚𝑚𝑒𝑒𝑖𝑖 = Earliest desired service time at customer node j 
• 𝑙𝑙𝑎𝑎𝑠𝑠𝑒𝑒𝑠𝑠𝑠𝑠_𝑑𝑑𝑒𝑒𝑠𝑠_𝑠𝑠𝑒𝑒𝑟𝑟𝑣𝑣_𝑠𝑠𝑖𝑖𝑚𝑚𝑒𝑒𝑖𝑖 = Latest desired service time at customer node j 
• 𝑎𝑎𝑐𝑐𝑠𝑠_𝑠𝑠𝑒𝑒𝑟𝑟𝑣𝑣_𝑠𝑠𝑖𝑖𝑚𝑚𝑒𝑒𝑖𝑖 = Actual service time at customer node j 

 
LEZ Penalty 

The LEZ penalty, 𝐿𝐿𝐸𝐸𝐿𝐿𝑝𝑝𝑙𝑙𝑛𝑛𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘), is applicable if the customer i is located in a low 
emission zone and the vehicle type k is ICCV. If the current vehicle assigned to route r  is of the 
type ECV and it passes through LEZ, 𝐿𝐿𝐸𝐸𝐿𝐿𝑝𝑝𝑙𝑙𝑛𝑛𝑟𝑟(𝑖𝑖, 𝑝𝑝,𝑘𝑘 = 𝐼𝐼𝐶𝐶𝐶𝐶𝑉𝑉) would have a positive value. On 
the other hand, if the current vehicle assigned to route r  is of the type ICCV and it passes through 
LEZ, 𝐿𝐿𝐸𝐸𝐿𝐿𝑝𝑝𝑙𝑙𝑛𝑛𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘 = 𝐸𝐸𝐶𝐶𝑉𝑉) would have a negative value, as the change in the type of the vehicle 
reduces the routing cost by the amount of LEZ penalty cost. 

 
Battery Degradation Cost 

The battery degradation cost, 𝑏𝑏𝑎𝑎𝑠𝑠_𝑑𝑑𝑒𝑒𝑔𝑔 𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘), is applicable if the vehicle type k  is ECV 
and is calculated as: 

 
𝑏𝑏𝑎𝑎𝑠𝑠_𝑑𝑑𝑒𝑒𝑔𝑔 𝑟𝑟(𝑖𝑖,𝑝𝑝, 𝑘𝑘 = 𝐸𝐸𝐶𝐶𝑉𝑉) =  𝜎𝜎.𝐶𝐶𝐶𝐶𝑑𝑑𝑡𝑡_𝑑𝑑𝑙𝑙𝑔𝑔 (77) 

where,  
• 𝜎𝜎 = Number of Charging Station visits needed to provide the additional energy required to 

serve customer i by route r at insertion point p. 
• 𝐶𝐶𝐶𝐶𝑑𝑑𝑡𝑡_𝑑𝑑𝑙𝑙𝑔𝑔 = Battery degradation cost 

 
Carbon Permit Cost 

Carbon permit cost is the extra cost of emissions as a result of adding the new customer to 
the route. If the current vehicle assigned to route r is of the type ICCV then carbon permit cost is 
estimated as: 

 

𝑐𝑐𝑎𝑎𝑟𝑟𝑏𝑏𝑐𝑐𝑠𝑠_𝑝𝑝𝑒𝑒𝑟𝑟𝑚𝑚𝑖𝑖𝑠𝑠(𝑖𝑖,𝑝𝑝, 𝑘𝑘) = �+𝑔𝑔ℎ𝑔𝑔 ×  𝑒𝑒𝑥𝑥𝑠𝑠𝑟𝑟𝑎𝑎_𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑔𝑔𝑦𝑦_𝑟𝑟𝑒𝑒𝑞𝑞 𝑟𝑟(𝑖𝑖,𝑝𝑝,𝑘𝑘)  𝑖𝑖𝑓𝑓 𝑘𝑘 = 𝐼𝐼𝐶𝐶𝐶𝐶𝑉𝑉
−𝑔𝑔ℎ𝑔𝑔 ×  𝑇𝑇𝑐𝑐𝑠𝑠_𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑔𝑔𝑦𝑦𝑟𝑟                             𝑖𝑖𝑓𝑓 𝑘𝑘 = 𝐸𝐸𝐶𝐶𝑉𝑉      (78) 

where,  
• ghg = amount of green house gas emission per liter of fuel 
• 𝑇𝑇𝑐𝑐𝑠𝑠_𝑒𝑒𝑠𝑠𝑒𝑒𝑟𝑟𝑔𝑔𝑦𝑦𝑟𝑟 = Total energy (fuel) required to traverse route r before the insertion of 

customer i 
 
If the current vehicle assigned to route r is of the type ECV, then carbon permit cost is 

estimated as: 
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𝑐𝑐𝑎𝑎𝑟𝑟𝑏𝑏𝑐𝑐𝑠𝑠_𝑝𝑝𝑒𝑒𝑟𝑟𝑚𝑚𝑖𝑖𝑠𝑠(𝑖𝑖,𝑝𝑝, 𝑘𝑘) = �
+ 𝑔𝑔ℎ𝑔𝑔 ×   𝑇𝑇𝑐𝑐𝑠𝑠𝑙𝑙𝑛𝑛𝑙𝑙𝑟𝑟𝑔𝑔𝑑𝑑𝑟𝑟(𝑖𝑖,𝑝𝑝)         if 𝑘𝑘 = 𝐼𝐼𝐶𝐶𝐶𝐶𝑉𝑉
0                                                        if 𝑘𝑘 = 𝐸𝐸𝐶𝐶𝑉𝑉

 (79) 

where, 
• 𝑇𝑇𝑐𝑐𝑠𝑠𝑙𝑙𝑛𝑛𝑙𝑙𝑟𝑟𝑔𝑔𝑑𝑑𝑟𝑟(𝑖𝑖,𝑝𝑝) = Total energy (fuel) required to traverse route r after the insertion of 

customer i at point p 
 

Extra Labor Cost 
 Extra labor cost accounts for the increase in total operation time after the insertion 

of customer i at insertion point p.  
 

Regret Score 
Having estimated all the components of the penalty associated with the insertion of each 

un-routed customer i to the existing routes in the partial solution, the regret score 𝛿𝛿(𝑖𝑖) is estimated 
as: 
𝛿𝛿(𝑖𝑖) = 𝑠𝑠𝑚𝑚𝑖𝑖𝑠𝑠𝑟𝑟�𝜌𝜌𝑟𝑟(𝑖𝑖)� −  𝑚𝑚𝑖𝑖𝑠𝑠𝑟𝑟�𝜌𝜌𝑟𝑟(𝑖𝑖)� (80) 

where 𝑠𝑠𝑚𝑚𝑖𝑖𝑠𝑠𝑟𝑟 denotes the second minimum value. In fact, the score 𝛿𝛿(𝑖𝑖) is the difference 
between the penalties of the second minimum cost insertion route and the first minimum cost 
insertion route. Having estimated the value of score 𝛿𝛿(𝑖𝑖) for all un-routed customers the one with 
the largest 𝛿𝛿 is selected and assigned to the minimum insertion cost route. Once a customer is 
assigned to a route r, the 𝛿𝛿 scores are updated for the set of un-routed customers and it continues 
until all customers are routed. The pseudocode for the proposed constructive heuristic is given 
below. 

 

input: Partial Solution 
output: Initial Feasible Solution 
for each un-routed customer i do 
 for each route r do compute the score 𝜌𝜌𝑟𝑟(𝑖𝑖); 
     Compute the score 𝛿𝛿(𝑖𝑖); 
endfor 
while the set of un-routed customers is not empty do 
 Identify the customer with the maximum value of 𝛿𝛿(𝑖𝑖); 
Insert the customer i in the best possible insertion point of the route r with minimum 𝜌𝜌𝑟𝑟(𝑖𝑖) 
 for each un-routed customer i do 
  update the scores 𝜌𝜌𝑟𝑟(𝑖𝑖) and 𝛿𝛿(𝑖𝑖); 
 endfor 
end while 
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3.5.3 Improvement Heuristic Algorithm 

As mentioned before, the heuristic algorithm proposed in this study is based on 
deconstruction of a large part of current solution and rebuilding it to generate better new solutions. 
Therefore, once a feasible initial solution is generated using the constructive heuristic, it should be 
destroyed based on a strategy and rebuilt using the same procedure explained in the constructive 
heuristic.  

In order to destroy the current solution first a target route is identified. The target route is 
a route that can be served by a cheaper vehicle if a small set of customers is removed from it. In 
other words, if the total load served by route r is TLr and it is served by vehicle type h, then the 
target route is a route minimizing excess load.  Excess load is the nonnegative quantity of goods 
that cannot be delivered to the customers served by route r using a cheaper vehicle of type h – 1 
and is calculated as follows: 
𝐸𝐸𝐿𝐿𝑟𝑟 =  𝑇𝑇𝐿𝐿𝑟𝑟 −  𝑄𝑄ℎ−1 (81) 

where, 
𝐸𝐸𝐿𝐿𝑟𝑟 = Excess load of route 𝑟𝑟 
𝑇𝑇𝐿𝐿𝑟𝑟 = Total load carried by vehicle serving route 𝑟𝑟 
𝑄𝑄ℎ−1 = 𝐿𝐿oading Capacity of the cheaper vehicle of type ℎ − 1 
 
Once a route is selected as a target route, it is stored in a Tabu list with infinite length such 

that it cannot be selected in any other iteration during the entire execution of the algorithm. 
Therefore, there might be a situation where we fail to find a target route. In this case, we 
prematurely terminate the algorithm and accept the current solution as the best solution found by 
the algorithm. Therefore, one of the stopping criteria in the improvement phase is failure to find a 
target route. 

Given the target route r, each of its customers is considered as a target customer. The target 
customer is used to initialize the set of customers to be removed from the current solution. For 
each target customer in the target route, we find two routes with minimum insertion cost for the 
target customer and un-route all the customers in those two routes as well as the target customer. 
Then, the partial solution is transformed into a complete solution by using the regret algorithm 
described in the constructive heuristic part of this chapter. In fact, the un-routed customers are 
added to existing or new routes iteratively by using regret scores until no customer is left and the 
solution is complete. If the new solution is better than the previous solution, it is accepted as the 
new current solution and it is used in the next iteration of the improvement phase. On the other 
hand, if the new solution is not better than the previous solution, the previous solution remains as 
the best current solution for the next iteration of the improvement phase. This procedure continues 
until a time limit is reached or the algorithm fails to find a target route. The pseudocode for the 
improvement heuristic is given below. 
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Input: initial feasible solution to TD-GVRP instance [ℓ0, 𝑧𝑧0] 
Output: [ℓ*, z*]  
Initialization: ℓ* = ℓ0, z* = 𝑧𝑧0 
While not time limit do 
ℓ =  ℓ* 
 Determine the non-tabu route 𝑟𝑟 minimizing the excess load; 
 If no such route exists then stop; 
 Store 𝑟𝑟 in tabu list with infinite length; 
 For each target customer i in target route 𝑟𝑟 do 
  Remove customer i from route 𝑟𝑟 of ℓ; 
  Find the set of 2 routes with minimum insertion cost of i; 
Remove all customers of the 2 routes from ℓ; 
Use the constructive heuristic to generate a new feasible solution z  
If z< z* then z* = z, ℓ* = ℓ 
 End for 
End while 

 
 
Figure 19 to Figure 23 show the evolution of steps in the improvement phase for a network 

of 10 customers. In this network, there is one LEZ that includes three demand nodes and one 
charging station. The numbers in the boxes show the total load carried by the vehicles assigned to 
the routes and the optimal fleet size is listed in the table next to graphs.  

Figure 19 is the initial solution found by the constructive heuristic. Based on this solution 
the optimal fleet size required to serve the customer demands in the network is one ICCV with the 
capacity of 4000 lbs, two ICCVs with the capacity of 6000 lbs, and one ECV with the capacity of 
8000 lbs. The target route minimizing the excess load is shown in the red color in Figure 20. As 
mentioned before, once the target route is identified, each of its customers is considered as a target 
customer and for each target customer two routes with the minimum insertion cost are identified. 
In Figure 21, demand node P5 is chosen as a target customer and the two routes with minimum 
insertion cost for this node are shown in dotted lines. In Figure 22 all the customers in the two 
identified routes as well as the target customer are un-routed resulting in a partial solution. The 
partial solution is rebuilt by the constructive heuristic in Figure 23 and new routes are generated. 
As it can be seen in this figure the fleet size has changed to one ICCV with the capacity of 4000 
lbs, and two ICCVs and one ECV with the battery capacity of 6000 lbs. In fact, the total fleet cost 
in the improvement phase is decreased by changing the fleet composition in a more efficient way. 
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Figure 19 Evolution of the improvement heuristic algorithm - part a. 

 
Figure 20 Evolution of the improvement heuristic algorithm - part b. 
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Figure 21 Evolution of the improvement heuristic algorithm - part c. 

 
Figure 22 Evolution of the improvement heuristic algorithm – part d. 
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Figure 23 Evolution of the improvement heuristic algorithm - part e. 

 

3.5.4 Verification of the Heuristic Algorithm for Time-Dependent G-VRP 
In order to verify the accuracy of the proposed heuristic algorithm in finding sound 

solutions, its performance is monitored by comparing the solutions generated by the algorithm 
with optimal solutions found by Xpress commercial solver for small size problems. For this 
purpose, a set of small size problems was defined. For each problem, a random network of demand 
nodes, charging stations, and depot were generated. The networks had different topology of 
customers, charging station and depot locations. For all the problem instances it was assumed that 
2 types of electric trucks, with different loading and battery capacities, and 2 types of internal 
combustion engine trucks, with different loading capacities, were available. The planning period 
was divided into three time windows and a different travel time function was defined for each arc 
of the network during each of these time periods. Due to the fact that rush hour traffic might be 
different for opposite directions of a route, different travel time functions were defined for the two 
opposite directions of an arc in the network. Average acceleration rate on each direction of an arc 
in the network was randomly generated from a uniform distribution for each time period. The 
acceleration rates during morning and evening rush hours were randomly generated from the range 
[0.3, 0.5] m/s2. For the midday off-peak, the acceleration rate on arcs was randomly generated 
from the range [0.1, 0.3] m/s2. The customer demands were randomly generated from uniform 
distributions listed in Table 13. In all of the cases, it was assumed that all operated vehicles leave 
the depot at 8 am and all the ECVs are fully charged overnight. The characteristics of the generated 
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small size problems are illustrated in Table 2. These characteristics are: number of customer nodes, 
number of charging stations, number of nodes in LEZ, LEZ penalty cost, demand distribution, 
carbon price and emission cap. 

Each one of the defined problems was solved with both Xpress commercial solver and the 
proposed heuristic method and the results were compared. The heuristic running time, Xpress 
running time, and heuristic gap are shown for each problem in Table 3. The numbers in black 
illustrate that Xpress could solve the problem optimally in less than one day. For example, in the 
case R1, the optimal solution to the problem is found in 3004 seconds by the Xpress solver and in 
1.2 seconds by the proposed heuristic method and the gap between the solutions is 0.4%. On the 
other hand, the numbers in red are associated to the cases where the Xpress solver was not able to 
find the optimal solution after 2 days. In these cases, the gaps report the difference between the 
heuristic solution and the lower bound found by the Xpress solver. As it can be seen in this table, 
the results show that the proposed heuristic works very well. While it might take more than 2 days 
for the commercial solver to find solutions to the small size problem, the proposed heuristic 
algorithm is capable of finding sound solutions with an average gap of 2.9% in a matter of seconds.  
 

3.5.5 Sensitivity Analysis on Heuristic Running Time 

The proposed heuristic algorithm in the improvement phase stops when either no target 
route can be found outside the Tabu list, or a predefined time limit is reached. In order to 
investigate the effect of the time limit on the quality of final solution, a sensitivity analysis was 
performed on running time and the improvement on the solutions was tracked. For this purpose, 
the algorithm was tested on randomly generated networks with 50 demand/customer nodes, and 3 
charging station. In order to evaluate the average performance of the heuristic method, 10 random 
networks were generated with different characteristics. For each network, the location of 
customers, charging stations and depot were randomly generated as well as the customer demand 
and service time windows. LEZs of different sizes with different penalty costs were assumed. 
Moreover, different emission cap and carbon permit cost was considered for each network. 
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Table 2 Characteristics of Small Size Problems 

Case 
# 
 

Number of 
Demand 

Nodes/Charging 
Station 

Number of 
nodes in LEZ/ 

LEZ Cost 

Demand 
Distribution 

(lbs) 

Carbon 
Price 
( $
𝒈𝒈𝒈𝒈𝒅𝒅𝒈𝒈

) 

Emission 
Cap  

(𝒈𝒈𝒈𝒈𝒅𝒅𝒈𝒈
𝒅𝒅𝒅𝒅𝒅𝒅

) 

R1 5/1 1/100 [1000, 2500] 0.5 30 
R2 5/1 1/100 [1500, 2000] 1 30 
R3 5/1 1/20 [500, 1500] 0.5 20 
R4 5/1 1/20 [1000, 2500] 1 20 
R5 6/1 2/20 [1000, 2500] 0.5 30 
R6 6/1 2/20 [1000, 2500] 1 30 
R7 6/1 2/100 [500, 1500] 2 20 
R8 6/1 2/100 [1500, 2000] 2 20 
R9 6/1 2/20 [500, 1500] 1.5 20 
R10 6/1 2/30 [1000, 2500] 1 20 
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Table 3 Comparison Between Xpress Solver and the Heuristic Method Solutions 

Case # Number of 
Constraints 

Number of 
Variables 

Xpress 
Running 

Time 

Heuristic 
Running 

Time 

Solution 
Gap 

R1 11844 8227 3004 sec 2.2 sec 0.4% 
R2 11844 8227 4108 sec 1.8 sec 0.1% 
R3 11844 8227 10723 sec 1.7 sec 2.8% 
R4 11844 8227 7283 sec 2.1 sec 1.5% 
R5 16577 10967 > 2 Day 2.3 sec 7.6% 
R6 16577 10967 27220 sec 1.8 sec 2.2% 
R7 16577 10967 21720 sec 1.9 sec 0.3% 
R8 16577 10967 25274 sec 1.7 sec 1.8% 
R9 16577 10967 >2 Day 1.9 sec 9.8% 
R10 16577 10967 20836 sec 2.1 sec 2.3% 

 
 
 
Figure 24 shows the improvement on initial solution found by the constructive heuristic as 

the running time of the improvement phase of heuristic increases. As it can be seen in this figure, 
the solution value changes with running time until it reaches a somehow saturation point. For the 
networks with 50 demand nodes the initial solution is found on average in 180 seconds, and no 
more improvements is achieved after running the improvement phase of the heuristic for more 
than 1000 seconds. It means that there is a threshold on improvements achieved by the heuristic 
and running the algorithm for more than this threshold would not result in better solutions. If the 
algorithm is not stopped by a time limit, on average it takes about 2600 seconds for the algorithm 
to stop due to not finding a target route to initialize solution deconstruction. 
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Figure 24 Sensitivity analysis of heuristic running time on solution improvement. 

3.5.6 Summary 

In this chapter first the proposed heuristic method was explained in detail. Then to see how 
the heuristic method performed, several cases were generated and the results of the heuristic 
method were compared to Xpress optimal solutions. The comparisons illustrated that the heuristic 
method is very promising and it can find very good solutions in a very short time. At the end of 
this chapter, a sensitivity analysis was performed on heuristic running time. It confirmed that the 
solution improves over time during the improvement phase of the heuristic method until it reaches 
a saturation point. It was seen that running the heuristic for any duration longer than this point does 
not result in any significant improvements on the final solution.   
 

3.6 CASE STUDY 

In this chapter, first the proposed heuristic algorithm is applied to a problem on a large size 
network to evaluate its performance on real world problems. Then a set of sensitivity analysis is 
performed on the parameters of the problem to investigate the heuristic’s potential outcome in 
different situations. It is shown that the result of the sensitivity analysis could be used as a mean 
to evaluate the effectiveness of different policies such as Low Emission Zones and Emission Cap 
on the reduction of emission produced by delivery operations in an urban area. 

 

3.6.1 Problem Characteristics 

Data on real world delivery operations such as FedEx or UPS was not available for this 
study. Therefore a network of 150 demand nodes was randomly generated in an area with the size 
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of Washington DC, as shown in Figure 25. The generated network consisted of 150 demand nodes 
(Figure 26), one depot and five charging stations. It was assumed all vehicles depart from the depot 
at 8 in the morning and return back to depot at 6 in the afternoon. Therefore, three different travel 
time windows were considered for the operation: morning rush hour, midday off-peak, and evening 
rush hour. 

 

 
Figure 25 Size of the case study. 
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Figure 26 Randomly generated network for the case study. 

In order to account for the variation of congestion level during the defined time windows, 
three different travel time functions were considered for each arc of the network along each 
direction. Moreover, an average acceleration rate was randomly generated for each direction of 
arcs in the network during each time window. The average speed and average acceleration rates 
were used to estimate the value of (𝛼𝛼, 𝛽𝛽) and (𝛼𝛼′, 𝛽𝛽′) required for estimation of the ICCV and 
ECV mechanical power requirement respectively. The quantity of demand and service time 
window for each customer in the network was randomly generated from uniform distributions.  

A Time-Dependent G-VRP was defined on the generated network. Table 4 summarizes the 
characteristics of the problem. A low emission zone with the penalty of $60 for ICCVs was defined 
on the network. An emission cap of 200 grams/day was considered on the emissions produced by 
delivery operations. The price of carbon permit was set to $0.50/gram, therefore any extra permit 
was purchased or sold at this price. The price of fuel and electricity was set to $0.76/gram and 
$0.12/kwh respectively. The value of time was assumed to be $15/hour. It was assumed three 
different types of ICCV and ECV are available with different loading and battery capacities. The 
characteristics of the vehicles are shown in Table 5. These characteristics are in terms of vehicle 
loading capacity, vehicle weight, and vehicle battery capacity where applicable. The vehicles are 
referred to by their sizes, Large, Medium and Small, in the next parts of this chapter.  
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Table 4 Characteristics of the Case Study 

Parameter Value 
No. of Demand Nodes 150 

No. of Charging Stations 5 
No. of nodes in LEZ 30 (20% of total demand nodes) 
LEZ Penalty ($/day) $60 

Emission Cap (gram/day) 200 
Carbon Permit Price ($/gram) 0.5 

Electricity Cost ($/kwh) 0.12 
Fuel Cost ($/liter) 0.76 

Value of Time ($/day) 15 
 

 
Table 5 Characteristics of the Available Vehicles 

 Small Medium Large 
Loading Capacity (LBs) 5000  8000  12000  

Vehicle Weight (LBs) 2500 3500 5000 
Battery Capacity for ECVs 

(kwh) 4 5 6 
 

Heuristic Solution 
The proposed heuristic method was used to find a solution to the defined problem. Figure 

27 illustrates the improvement in the heuristic solution as the running time increases. The best 
solution is achieved by running the algorithm for 4300 seconds and no significant improvements 
is achieved by running the heuristic for longer durations. If not stopped at 4300 seconds the 
algorithm runs until there is no target route found which in this case is at 8000 seconds. 
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Figure 27 Improvement in heuristic solution over running time. 

The output of the heuristic method and the solution to the defined problem is given in Table 
6. Based on the heuristic solution, the total operation cost for the defined problem is $2,747, which 
includes both the vehicle acquisition cost and the routing cost. The best fleet size is found to be a 
mix of 10 large ICCVs, 3 large ECVs and 1 medium ECVs to serve the demand nodes in LEZ. 
The total emission produced is 307 grams. Due to the low cost of carbon permit, the emission cap 
is violated. In fact, the benefit in saving carbon permits does not offset the extra cost of ECVs 
comparing to ICCVs.  

 
Table 6 Solution to the Case Study 

Total Cost 
($) No. of ICCV No. of ECV 

Emission 
(gram) 

Fuel 
(liter) 

Electricity 
(kwh) 

2,747 10L, 1M 3L 317 119 25 
 

3.6.2 Sensitivity Analysis 

There are different parameters in the problem that can have significant effect on the 
solution output of heuristic. These parameters are:  

• The extension of LEZ coverage area,  
• LEZ Penalty Cost 
• Emission cap,  
• Emission Cost, and, 
• Customer demand.  

The analysis of the solution sensitivity to these parameters provides a better vision of the 
heuristic’s potential outcome in different situations. In this section, first the Time-Dependent G-
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VRP is solved for a basic scenario where there are no LEZ or emission cap regulations present. 
Then a set of sensitive analysis is performed for each of the specified parameters and the changes 
in solution is discussed. 

 
Base Scenario 

The base scenario is considered as a benchmark for sensitivity analysis. It means that the 
solution to the problem after changing the value of any of the parameters mentioned above are 
compared to the solution of the base scenario. The base scenario is defined on the network 
generated earlier and its characteristics is presented in Table 7. In the base scenario it is assumed 
that there is no LEZ zone or emission cap on the operations.  

The solution of heuristic for the base scenario is presented in Table 8. As it can be seen in 
this figure when there is no LEZ present in the network and there is no limitation on emission 
produced by operations, the fleet is only composed of ICCVs. This is due to the less fixed costs 
and higher driving ranges of ICCVs compared to ECVs. Therefore, with the objective of 
minimizing total operation cost, ICCVs are preferred to ECVs in the base scenario. 

 

 
Table 7 Characteristics of the Base Scenario 

Parameter Value 
No. of Demand Nodes 150 

No. of Charging Stations 5 
No. of nodes in LEZ None 
LEZ Penalty ($/day) None 

Emission Cap (gram/day) None 
Carbon Permit Price ($/gram) None 

Electricity Cost 0.12 
Fuel Cost ($/liter) 0.76 

Value of Time ($/day) 15 
 
 

 
Table 8 Solution to the Base Scenario 

Total Cost 
($) No. of ICCV No. of ECV 

Emission 
(gram) 

Fuel 
(liter) 

Electricity 
(kwh) 

2444 13L, 1S 0 440 156 0 
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LEZ Coverage 

It is expected that as the coverage of LEZ increases and more demand nodes fall in the 
LEZ zone, more number of ICCVs be replaced by ECVs. This is true if the LEZ penalty cost 
exceeds the difference in the employment cost of the two different types of vehicle. Otherwise if 
the LEZ penalty plus the ICCV employment cost is still less that the ECV employment cost, no 
change is expected in the fleet of base scenario. In order to evaluate the effect of LEZ coverage on 
the solution of the heuristic, five different cases with different levels of LEZ coverage are solved 
by the proposed heuristic method. Each of the cases is defined on the network of base scenario, 
with 150 demand nodes and 5 charging stations. However problem characteristics are different in 
each case. The characteristics of the defined problems is given in Table 9. In all of the cases there 
is no emission cap on the operations meaning that there is no limitation on the total amount of 
emission produced by ICCVs serving customer demand. The only limitation in the use of ICCVs 
is the LEZ with a daily penalty of $100. The price of electricity, fuel, and value of time is the same 
as the base scenario.  

The solution of the heuristic to the defined problems is presented in Table 10. As it can be 
seen, if the LEZ penalty cost is more than the difference in employment cost of the two types of 
vehicle, as the coverage of LEZ increases, more number of ICCVs are replaced by ECVs and, as 
a result, the total emission produced by vehicles while routing is reduced. Therefore, increasing 
the coverage of LEZ is in favor of the ultimate goal, which is encouraging the use of ECVs and 
reducing the produced emission as a result. However, this change in the fleet mix increases the 
total operation cost. Figure 28 illustrates the change in operation cost versus the change in total 
emission as the LEZ coverage increases. As it is shown in the figure, the minimum LEZ coverage 
of 10% reduces the emission by 13% while increase the cost of operation by only 4%. Obviously, 
the maximum reduction in emission is achieved when all demand nodes are located in a LEZ. 
Replacing all ICCVs with ECVs result in almost 37% increase in the operation cost. 

 



86 
 
 

  
Table 9 Characteristics of the Cases for LEZ Coverage Sensitivity Analysis 

 Value 
Parameter Case 1 Case 2 Case 3 Case 4 Case 5 

No. of Demand Nodes 150 150 150 150 150 

No. of Charging Stations 5 5 5 5 5 

LEZ Coverage 10% 20% 30% 60% 100% 
LEZ Penalty ($/day) 100 100 100 100 100 

Emission Cap (gram/day) None None None None None 

Carbon Permit Price ($/gram) None None None None None 

Electricity Cost 0.12 0.12 0.12 0.12 0.12 
Fuel Cost ($/liter) 0.76 0.76 0.76 0.76 0.76 

Value of Time ($/day) 15 15 15 15 15 
 

 
Table 20 Coverage Sensitivity Analysis Result 

 Base 
Scenario 

Case 1 Case 2 Case 3 Case 4 Case 5 

Total Cost ($) 2444 2553 2754 3002 3019 3342 
# of ICCV 13L, 1S 11L, M 7L, 2M 4L, 2M 4L, 1M 0 
# of ECV 0 1L 1M 5L 8L 8L 1M 12L 2M 

Emission (gram) 440 381 233 175 120 0 
Fuel (liter) 156 142 87 65 47 0 

Electricity (kwh) 0 15 53 91 91 120 
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Figure 28 Emission saving and extra cost over different LEZ coverage values. 

 
LEZ Penalty Cost 

Another factor that affects the fleet mix and route of the vehicles is the LEZ penalty cost. 
If the operation cost of ICCV plus the LEZ penalty cost is less that the operation cost of ECV, then 
an electric truck replaces the conventional truck. Therefore, it is expected to have different fleet 
mix and routing plans with different values of penalty for a same level of LEZ coverage. In order 
to verify the performance of the heuristic for different values of the LEZ penalty cost, four different 
scenarios were considered as shown in Table 11. It was assumed that there is an LEZ with coverage 
of 30% in the network. There was no emission cap considered for the routing operation and the 
value of time, fuel, and electricity was assumed to be the same as the base scenario. 

The result of the heuristic is shown in Table 12. When there is a LEZ with the penalty cost 
of $30 (case 1), the fleet mix is changed from 13 large and 1 small ICCVs, to 12 large and 2 
medium ICCVs.  This change in the fleet size increases the operation cost and slightly reduces the 
routing emissions.  

However, when the penalty cost increases from $30 to $50 some of the ICCVs are replaced 
with ECVs to avoid paying the LEZ penalty cost. The change in the fleet reduces the emission 
significantly while resulting in an increase in the total operation cost. This change in the fleet size 
continues when the LEZ penalty cost increases to $80 but it stops afterwards. It means that if the 
LEZ penalty cost is increased for any value greater than $80, no changes would be expected in the 
fleet size and routing plan of vehicles. The change in emission and total operation cost is illustrated 
in Figure 29.  
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Table 11 Characteristics of the Cases for LEZ Penalty Cost Sensitivity Analysis 

 Value 
Parameter Case 1 Case 2 Case 3 Case 4 

No. of Demand Nodes 150 150 150 150 

No. of Charging Stations 5 5 5 5 

LEZ Coverage 30% 30% 30% 30% 
LEZ Penalty ($/day) 30 50 80 100 

Emission Cap (gram/day) None None None None 

Carbon Permit Price ($/gram) None None None None 

Electricity Cost ($/kwh) 0.12 0.12 0.12 0.12 
Fuel Cost ($/liter) 0.76 0.76 0.76 0.76 

Value of Time ($/day) 15 15 15 15 
 
 

Emission Price and Emission Cap 
Another factor affecting the fleet size as well as the routing plan of trucks is the emission 

cap and trade policy. From the solution to the base scenario, it is observed that if there is no 
emission cap on the delivery operations, all the customers are served by ICCVs and the total 
amount of emission produced is about 440 grams. However if there is a cap on the amount of 
emission produced during the operation and extra emissions are penalized, there might be a change 
in fleet size and routing plans. Extend of this change depends on the penalty charged for extra 
emission known as carbon permit cost. In this section, a sensitivity analysis is performed on the 
solution of the heuristic for different carbon permit pierces under different emission caps. Table 
13 shows the characteristics of the cases defined for the sensitivity analysis. It is assumed that 
there is no LEZ in the network and the only regulation limiting the use of ICCVs is the cap and 
trade policy. For each level of emission cap five different values of carbon permit cost are tested 
starting from $1/gram to $5/gram. The cost of fuel, electricity and value of time are assumed to be 
the same as the base scenario.  
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Table 12 LEZ Penalty Cost Sensitivity Analysis Result 

 Base Scenario Case 1 Case 2 Case 3 Case 4 
Total Cost ($) 2,444 2,819 3,280 3,501 3,501 

# of ICCV 13L, 1S 12L, 2M 7L, 2M 4L, 2M 4L 2M 
# of ECV  0 0  5L 8L 8L 

Emission (gram) 440 416 275 175 175 
Fuel (liter) 156 147 102 65 65 

Electricity (kwh)  0 0  53 91 91 
 

 
Figure 29 Emission saving and extra cost over different LEZ penalty cost values. 

 
The solution found by heuristic for each case is presented in Table 14 for the emission cap 

of 200 grams and in Table 15 for emission cap 300 grams respectively. As it is shown, as the price 
of carbon increases from 1$ to 5$ more ICCVs are replaced with ECVs until the fleet becomes 
pure ECVs. While there is an overall increasing trend in emission savings over different carbon 
prices, the change in total operation cost does not follow a constant trend. It first increases and 
then starts to decrease. The decrease in total cost happens when the benefits earned by selling extra 
carbon permits outweighs the extra employment cost of ECVs. It should be noted that the solutions 
to the cases are the same for the both emission caps in terms of fleet mix and routing cost but the 
total operation cost is different. It is expected due to the different levels of benefit achieved by 
selling extra carbon permit cost. The changes in total operation cost and emission savings for 
different carbon prices are illustrated in Figure 30 and Figure 31. 
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Table 13 Characteristics of the Cases for Emission Price Sensitivity Analysis 

 Value 
Parameter Case 1 Case 2 Case 3 Case 4 Case 5 

No. of Demand Nodes 150 150 150 150 150 

No. of Charging Stations 5 5 5 5 5 

LEZ Coverage None None None None None 
LEZ Penalty ($/day) None None None None None 

Emission Cap (gram/day) 
{300, 
200} 

{300, 
200} 

{300, 
200} 

{300, 
200} 

{300, 
200} 

Carbon Permit Price ($/gram) 1 2 3 4 5 

Electricity Cost ($/kwh) 0.12 0.12 0.12 0.12 0.12 
Fuel Cost ($/liter) 0.76 0.76 0.76 0.76 0.76 

Value of Time ($/day) 15 15 15 15 15 
 
 

Customer Demand 
In the problem defined in this study, demand at customer locations is average demand. A 

set of sensitivity analysis is performed to investigate the change in the fleet size if demand at each 
customer location is more than its average demand. For this purpose, the heuristic solution was 
used to solve the problem defined in the case study (section 6.1) for three different scenario of:  

• 5% increase in demand 
• 10% increase in demand 
• 20% increase in demand 
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Table 14 Emission Cost Sensitivity Analysis Result – Emission Cap = 200 

 

Base 
Scenario Case 1 Case 2 Case 3 Case 4 Case 5 

Total Cost ($) 2,444 2,573 2,762 2,704 2,550 2,395 
# of ICCV 13L, 1S 12L, 2M 7L, 2M 2M 1M 0 
# of ECV 0 0 5L 12L 12L, 1M 13L, 1M 

Emission (gram) 440 377 203 26 12 0 
Fuel (liter) 156 140 76 10 4 0 

Electricity (kwh) 0 0 65 110 129 132 
 

Table 16 shows the result of the heuristic for the different scenarios. In all of the scenarios 
there is a change in fleet mix and size over different demands. For example, if the demand at each 
customer location is 5% more the fleet mix is changed from (10 L, 1 M) ICCV, and (3L) ECV to 
(10 L, 1 S) ICCV and (3L 1M) ECV. Therefore, as it is expected, the fleet size and mix changes 
with variations in demand. If the number of fleets for each vehicle type is known and prefixed, 
still the developed mathematical model can be used in order to find the optimal route for vehicles. 

 
Table 15 Emission Cost Sensitivity Analysis Result – Emission Cap = 300 

 

Base 
Scenario Case 1 Case 2 Case 3 Case 4 Case 5 

Total Cost ($) 2444 2473 2562 2404 2150 1895 
# of ICCV 13L, 1S 12L, 2M 7L, 2M 2M 1M 0 
# of ECV 0 0 5L 12L 12L, 1M 13L, 1M 

Emission (gram) 440 377 203 26 12 0 
Fuel (liter) 156 140 76 10 4 0 

Electricity (kwh) 0 0 65 110 129 132 
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Figure 30 Emission saving and extra cost over different emission cost – emission cap=200. 

 

 
Figure 11 Emission saving and extra cost over different emission cost - emission cap=300. 
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Table 16 Result of Sensitivity Analysis on Demand 

Case # Demand # of ICCV # of ECV 
Base Case Study No change 10L 1M 3L 

1 +5% 10L 1S 3L 1M 
2 +10% 11L 4L 
3 +20% 13L 3L 1S 

 

3.6.3 Summary 

The proposed heuristic method was used to solve the Time-Dependent G-VRP on a large 
size network. The improvement of solution over different running time of the heuristic method 
was monitored and an improvement of maximum 12% in final solution was seen in the 
improvement phase of heuristic method. The solution to the large size case study proved the 
efficiency of the heuristic algorithm in considering the tradeoffs between the employment of 
ICCVs and ECVs due to different policies. Moreover, a set of sensitivity analysis was performed 
on the parameters of the defined Time-Dependent G-VRP. The parameters included the LEZ 
coverage, LEZ penalty cost, emission price and emission cap, as well as customer demand. The 
result of sensitivity analysis showed that the low emission zone or emission cap & trade policies 
might encourage the replacement of ICCVs with ECVs for logistics operations which is favorable 
due to the significant reductions in emission. On the other hand, these policies might increase the 
total cost of company operations. In fact, it was shown that the developed model in this study can 
be used by companies to evaluate the effect of the green logistic policies such as LEZ zone and 
emission cap on the last mile delivery operations in terms of the changes in fixed cost of fleet 
acquisition as well as the variable operation cost. 
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4 CONCLUSIONS AND FUTURE RESEARCH 

4.1 Summary and Conclusions 

This report has summarized recent studies on two versions of the Vehicle Routing Problem, 
i.e., the time-dependent vehicle routing problem (TD-VRP) and the green vehicle routing problem 
(G-VRP), for which a time-dependent version was also developed.  

In Chapter 3, a new formulation of TD-VRP was proposed. The mathematical formulation 
can deal with the time-dependent vehicle routing problem with dynamic demand information and 
provide the minimum cost routing plan. The cost consists of the fixed cost for used vehicles, the 
customer inconvenience costs that result from breaking time windows, and the routing cost. We 
also introduced a special case of G-VRP with a mixed fleet of heterogeneous electric and internal 
combustion engine commercial vehicles was studied. Two different formulations were proposed 
to solve two different variants of the problem. The first formulation was developed for a green 
vehicle routing problem where travel time on arcs is constant over the whole operation period. 
Then, the developed formula was modified and extended to account for the variations in travel 
time during different time periods of a day so that different levels of congestion could be taken 
into account while routing vehicles to serve customer demands. Through the developed 
formulations, the optimal fleet size and the minimum cost routing plan were found. The cost 
included:  

• The vehicle fixed cost,  
• The routing cost in the form of electric energy requirement or fuel consumption, labor cost, 

customer inconvenience costs that result from breaking service time windows, Low 
Emission Zone penalty cost and carbon permit cost. 
 
While previous studies in the field of G-VRP with mixed fleet of electric and conventional 

vehicles, focus only on the limitations of electric vehicles such as high purchase cost and limited 
driving range, the variant of G-VRP presented here tries to account for the limitations of both 
vehicle types. These limitations are in the form of Low Emission Zone penalty cost and emission 
cap for internal combustion engine vehicles and high purchase cost and limited driving range for 
electric vehicles. Low Emission Zone and Emission Cap are the policies used by government in 
some countries to encourage the use of green vehicles by imposing some limitation on the use of 
conventional vehicles.  Therefore, the solution to the Time-Dependent G-VRP defined in this study 
finds the best fleet size and routing plan to serve customers by taking into account the tradeoffs 
between the two types of vehicle. 

Moreover, the G-VRP defined in this study takes into account the variations in travel time. 
In fact the best routing plan is identified through consideration of different levels of congestion on 
arcs in the network during different time of a day. Therefore, the vehicle energy requirements are 
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estimated more accurately, which is even more important in the case of eclectic vehicle due to the 
high sensitivity of electric vehicle’s driving range to the energy consumption rate.  

In order to account for the variations in travel time, continuous travel time functions were 
used.  In fact, the planning period was divided into a number of time windows and travel time was 
formulated as a function of departure time in each of these time windows. The use of continuous 
travel time functions instead of step functions assured the conservancy of FIFO concept and 
provided a more realistic presentation of travel time variations. In fact, by the use of continuous 
travel time functions any kind of travel time variation was accounted for.  

As it is well known, Time-Dependent VRP is an NP-hard problem and there is a need for 
a heuristic solution algorithm to solve the problem for real size large networks. In this study a 
heuristic algorithm was proposed based on the Ruin and Recreate (RR) approach, a new class of 
algorithms introduced by Schrimpf et al. (2000). A constructive heuristic was defined to generate 
initial feasible solution to the problem. The initial solution was further improved by deconstructing 
a large part of it and then, rebuilding it with the constructive heuristic. This algorithm was preferred 
over the local search algorithms as it is expected to provide better solutions due to the 
diversification effect embedded in it by deconstructing a large part of the solution. 

To verify the performance of the proposed heuristic method, the results from the heuristic 
was compared to the solutions found by Xpress commercial solver. A set of small size problems 
with less than 8 demand nodes was generated. For some of the problems Xpress was able to find 
the exact solutions. If the exact solution was not available after running the Xpress for 2 days the 
solver was stopped and the heuristic solution was compared with the lower bound found by Xpress. 
The comparison between the Xpress solution and the heuristic solution showed that the proposed 
heuristic method is capable of producing good results within a very short time. 

In order to verify the performance of the heuristic on real world large size problems, the 
proposed heuristic method was used to solve a case study defined on a randomly generated network 
with the size of Washington DC.  Moreover, in order to see how the heuristic method is performing 
when the parameters in the problem are changing, an extensive sensitivity analysis was performed 
in this research. The parameters considered for sensitivity analysis on the case study and the results 
obtained from the analysis are as follows: 

• LEZ Coverage: It was shown that as the coverage of LEZ increases more number of ICCVs 
are replaced by ECVs. While the cost of operation increases, there is a significant reduction 
in the emission.  A low emission zone, which covers 20% of the demand, was seen to 
increase the cost of operation by 12%, and reduce the emission by almost half. 

• LEZ Penalty Cost: The result of sensitivity analysis on LEZ penalty cost showed that as 
the LEZ penalty cost exceeds a threshold ICCVs start to be replaced with ECVs. After 
some point a saturation point is achieved and increasing the LEZ penalty cost does not lead 
to any more changes in the fleet size and operation cost. 

• Emission Price and Emission Cap: The heuristic solution for different values of carbon 
permit cost showed that as the cost of carbon increases more number of ICVVs are replaced 
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by ECVs due to the extra benefits from emission savings. Moreover, it was seen that, for a 
same value of carbon permit, as the daily limit on emission increases, the emission savings 
do not change but the operation cost decreases due to the saving from selling carbon permit. 

• Customer Demand: The solution of heuristic for the case study was compared to the 
solutions for different higher levels of demand. It was seen that as the demand increases 
the fleet size changes. However, in the studied scenarios it was assumed that the demand 
at all locations has the same amount of increase, which might not be the case in real world 
situations. 
 
The overall conclusions of this research can be outlined as followed. 

• The proposed formulation for both G-VRP and Time-Dependent G-VRP can handle 
tradeoffs between the limitation on both types of vehicle, as well as variations in travel 
time during different periods of operation. 

• The proposed heuristic method performs well and provides fairly good results for the 
generated test problems in terms of solution accuracy and run time, when compared with 
the exact solution for small problems. 

• The result of the sensitivity analysis performed on the solution of heuristic with respect to 
parameters of LEZ coverage, LEZ penalty cost, emission cap and carbon price, and the 
customer demand shows the effectiveness of the heuristic algorithm in considering the 
tradeoffs between ICCVs and ECVs under different LEZ and cap and trade policies.  
 

4.2 Future Research 

There exist potential paths for future research, regarding both the extension of the proposed 
models in order to be able to capture more complex assumptions and operating conditions, as well 
as the improvement in the proposed methodological approaches. 

4.2.1 Methodological Approach 

The solution algorithms presented can be further extended to accelerate the optimization 
procedure, given the dynamic nature of the time-dependent vehicle routing problem.  

4.2.2 Additional Factors 

Multi Depot G-VRP 
The G-VRP problem presented is defined on a network with a single depot. However, in 

real world operations, there might be more than one depot serving demand in the network. 
Therefore, in future, the developed G-VRP model could be further improved by accounting for 
multiple depots, as in the TD-VRP of Chapter 3. 
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Energy Consumption Model  
The energy consumption model used in the G-VRP model is a very comprehensive model 

that takes into account the effect of vehicle load, speed, and acceleration rate as well as road 
altitude on the vehicle energy requirements. Although, road altitude is accounted for in this model, 
it fails to estimate the amount of the energy that is regenerated by electric vehicles while on 
downhill. Therefore, developing a model that takes into account the energy regenerated by electric 
vehicles on downhill could improve the results on routing and charging station visit by electric 
vehicles. 

Sensitivity Analysis on Battery Recharging Time 
In Chapter 4, stations were assumed to be of battery swapping type with constant service 

time for all vehicles regardless of the level of the battery available upon visit to a charging station. 
Although, battery swapping stations are currently in practice and might be the future of charging 
stations, sensitivity analysis can be performed on the charging time to investigate how the 
variations in the amount of time to recharge the battery would affect the total cost, fleet size and 
vehicle routes. 

Effect of Green Logistics Policies on Society’s Welfare 
The G-VRP model presented focused on minimizing the total operation cost of a company 

while accounting for limitations in the adoption of ECVs and ICCVs as a result of government 
green logistics policies. The output of the model was used to evaluate the changes in the operation 
cost of company and the total emission produced as a result of changes in the fleet mix and 
routings. In future, it would be interesting to study the effect of these policies from a global 
perspective in order to evaluate the effects of green logistics policies on society’s welfare.  
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